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Field Substitution and Unit Nonresponse

Vasja Vehovar 1

1. Introduction

Unit nonresponse is the commonly accepted term for an eligible unit which has been

selected in a sample but which becomes missing in the ®eld work stage of the survey.

This can introduce distortions into statistical inference; consequently a variety of ways

of minimising the problem have been developed in the design, ®eld and processing stages

of the survey.

Field substitution occurs when a nonresponding unit is replaced by a substitute (reserve)

unit during the ®eld work stage of the survey process. The substitution procedure is thus a

speci®c tool for coping with unit nonresponse and, strictly speaking, it is a form

of imputation; we impute a substitute unit instead of a non-responding one.

There are different ways of selecting substitutes; here we concentrate exclusively on

substitute units that are selected with a probability mechanism. Attempts to select substi-

tutes that will match the characteristics of nonrespondents are brie¯y discussed when prac-

tical aspects are considered. However, we will not discuss here any method that selects the

substitute units purposely or with some other type of nonprobability mechanism.

Field substitution is used to compensate for unit nonresponse in sample surveys. Unlike
methods such as weighting or imputation, substitution preserves the designed (optimal) struc-
ture of the sample, and this can be a source of certain advantages over the alternative methods.
The most important advantage is the potential gain in precision, particularly when two-stage
cluster samples are used. However, due to speci®c properties of the increase in sampling
variance, this gain is usually small, and practitioners who use substitution often overlook
this fact. On the other hand, substitution introduces an extra bias into the estimates. Addition-
ally, severe practical dif®culties arise in the ®eld work process, and these will generally
outweigh the bene®ts of this approach. Thus, despite its relatively frequent use in probability
samples, the substitution can rarely be justi®ed. Nevertheless, speci®c circumstances in which
this practice can be theoretically and practically advantageous do exist. We encounter such
situations in samples with small take per cluster or stratum, where ef®cient ®eld controls
are provided, as with telephone surveys.
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Textbooks on survey methodology, and survey sampling in particular, mention sub-

stitution very brie¯y, e.g., Kish (1965), Lessler and Kalsbeek (1991), or not at all, e.g.,

Cochran (1977), Groves (1989), SaÈrndal, Swensson, and Wretman (1992). In general,

the literature is not in favour of this option, at least not with probability samples.

A comprehensive overview of this procedure was made by Chapman (1983). He

rejected the general criticism that substitution would not remove the nonresponse bias.

He called such arguments ``unfair criticism,'' because all the methods for handling survey

nonresponse suffered from this basic weakness and there was no research showing that

other procedures would perform better. He reviewed the advantages and disadvantages

of this procedure in four empirical studies and concluded that there was no clear theo-

retical or empirical evidence for either accepting or rejecting this practice as a whole.

In his later work (Chapman and Roman 1985) it was found that substitution had potential

as a viable procedure in Random Digit Dialing (RDD) surveys by telephone. Particularly

in RDD telephone cluster samples, certain gains in sampling variance were observed as

compared to the alternative weighting adjustments. On the other hand, an extra bias

was observed with substitution; however, a detailed analysis of the mean squared error

was not performed. Similar results were reported in other research done at the U.S. Bureau

of the Census (Biemer, Chapman, and Alexander 1990).

Nathan (1980) discussed the speci®c role of substitution in achieving an exact sample

size. He found that, with respect to the number of initial contacts and the sampling

variance, the substitution performed in approximately the same manner as the ®xed initial

sample.

Marliani and Pacei (1993) discussed severe problems with this procedure in the

Italian Family Expenditure Survey; a considerable bias was introduced with this practice.

Similar ®ndings were reported in the Slovenian Labour Force Survey (Vehovar 1993). An

extensive evaluation of the Slovenian General Social Survey (GSS) showed that this prac-

tice cannot be justi®ed from the bias-variance aspects of the estimates (Vehovar 1995).

Forsman and Berg (1992) treated the problem of substitution in the daily replicates

of telephone samples. They found little effect of this procedure on the bias of the esti-

mates; however, comparisons based on mean squared error were not performed.

From a practical point of view the EU Labour Force Survey and the Family Budget

Survey are particularly interesting as they made use of substitution in some European

countries. Conditionally ± under speci®c circumstances ± substitution was even

recommended when the nonresponse rate exceeded 35% (Verma and Gabilondo 1993,

p. 92).

Besides the above-described literature there exists a practice of substitution in many

academic institutions and statistical of®ces. We encounter the use of substitution in

academic surveys in Belgium2, Spain3, and Slovenia (SÆtebe 1995). The procedure is

used in certain government surveys in Poland4, Bulgaria5, Spain, Portugal, Greece, and
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Italy (Verma 1992, p. 14). Evidence of its use can be found also in statistical of®ces in

developing countries, from South Africa6 to the Philippines and Saudi Arabia7. It is

true, however, that documentation about this practice is often very scarce. Additionally,

in certain environments, particularly in academic and government surveys in the U.S.

and in many European countries, the substitution procedure is strictly not used.

We can conclude that substitution is rarely recommended in textbooks. In addition, very

limited research has been performed that would provide a basis for justifying or rejecting

this practice. The lack of a more profound discussion of the bias-variance properties is

particularly critical. On the other hand, we can observe a relatively widespread use of

this procedure in many probability sample surveys. Of course, this practice is also exten-

sively employed in market research, with quota samples just as a speci®c form of substitu-

tion. However, as already mentioned, we are concerned here only with the probability

methods of sample selection.

In this article we question whether substitution can be justi®ed, and if so, in what

circumstances. We start with an outline of the problem (1). Next, the bias-variance issues

are discussed (2), the practical aspects are evaluated (3) and the conclusions are

summarised (4).

2. The Bias and the Variance

We restrict our analysis to the estimate Åy of the population mean. The estimate ÅySUB

based on a sample with substitution will be compared with the estimate Åyr based on a

sample of respondents where alternative adjustments (weighting, imputation) are applied.

When the variance is discussed we assume that the data is missing at random (MAR),

which is often reduced to the assumption that the data is missing completely at random

(MCAR) within the level (area, cluster, strata) where the substitution is performed (Little

and Rubin 1987). Although this is a moderately strong assumption, it is nevertheless

often accepted also with other methods (weighting, imputation) that compensate for

unit nonresponse within certain adjustment cells (Kalton 1983). In the case of a two-stage

cluster design with relatively small clusters ± which will be our main concern here ± such

an assumption is reasonable, at least when variance is discussed. Of course, the issue of the

bias will be treated separately and without such an assumption.

We also assume that the substitute units have the same ®eld work costs per unit as the

initial units, because the ®eld operations are the same in both situations. The similarity

in cost was also con®rmed in Biemer et al. (1990) and in Vehovar (1995). There may

be some differences in overhead (administrative, computing) expenditures, which will

be discussed later in Section 3. With respect to the level and the structure of the ®eld

work costs we thus assume that they will not interfere with the (bias-variance) evaluations

of the substitution.

Finally, we should repeat that at this point we are going to discuss only the procedures

that strictly follow the principles of probability sample selection.
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2.1. The bias

Following Cochran (1977, p. 359), we assume that the population consists of two strata:

respondents and nonrespondents. The units from the ®rst stratum respond if they are

selected into the initial sample but the units from the other stratum do not. We will further

split the (initial) respondents into secondary respondents and secondary nonrespondents

according to their behaviour when contacted as substitute units. The secondary non-

respondents would respond if included in the initial sample, but they would not respond

if selected as substitutes. Contrary to this, the secondary respondents would respond on

both occasions. A typical source of variation between the two groups is the number of con-

tacts. For example, the initial units may be contacted up to ®ve times, whereas the substi-

tute units are contacted only up to three times. Or, simply, less effort is put into the contact

with substitute units, which results in a higher refusal and noncontact rate. Naturally, if

substitute units are selected under exactly the same conditions as the initial units, there

will be no extra bias arising from this procedure. However, in practice, this is almost never

the case.

In a nonresponse situation, the sample obtained includes only the responding units. The

expected value of the sample mean for respondents Åyr equals the population mean of

respondents ÅYr and not the true population mean ÅY . We can write the two components

of the population mean as follows:

ÅY � �1 ÿ ÅM� ÅYr � ÅM ÅYn �1�

and we end up with the well-known expression (Cochran 1977, p. 361) for the non-

response bias, which can be written in the following form:

Bias� Åyr� � E� Åyr� ÿ ÅY � ÅYr ÿ ÅY � ÅM� ÅYr ÿ ÅYn� �2�

where ÅYn denotes the population mean for nonrespondents and ÅM is the nonresponse rate

(or, the proportion of nonresponding units).

Similarly we express the expected value of the estimate ÅySUB of the population mean

when substitution is used. Here, the estimate ÅySUB also consists of two components: that

of the initial respondents and that of the secondary respondents who replaced the non-

responding units. Following (1) we have the expression for the overall mean:

E� ÅySUB� � ÅYSUB � �1 ÿ ÅM� ÅYr � ÅM ÅYsr �3�

where ÅYsr denotes the population mean of secondary respondents. With some algebra, the

above expression can be developed in two alternative ways:

ÅYSUB � ÅY � ÅM� ÅYsr ÿ ÅYn� � ÅYr � ÅM� ÅYsr ÿ ÅYr� �4�

Of course, by de®nition we have the relation ÅYr � �1 ÿ ÅMsn� ÅYsr � ÅMsn
ÅYsn. We should also

note that for substitute units the response rate can be expressed as �1 ÿ ÅM��1 ÿ ÅMsn�. The

right part of Equation (3) can be thus further extended, so that we express the bias of

the estimate ÅySUB in the following form:

Bias� ÅySUB� � ÅYSUB ÿ ÅY � ÅM� ÅYr ÿ ÅYn� � ÅM ÅMsn� ÅYsr ÿ ÅYsn� �5�

where ÅMsn stands for the proportion of secondary nonrespondents among all initial respon-

dents, and ÅYsn denotes the population mean for secondary nonrespondents.
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We will call the Bias� ÅySUB� in expression (5) a gross substitution bias, and its last

term ÅM ÅMsn� ÅYsr ÿ ÅYsn� will be called a net substitution bias, as this is an additional bias,

added to the nonresponse bias (2) by the substitution procedure itself.

It is an empirical fact in almost all nonresponse research ± including examples in

standard texts such as Cochran (1977, p. 360) and Kish (1965, p. 544) ± that the character-

istics of late respondents (with more call-backs) are closer to those of nonrespondents than

to those of the units which respond earlier. For example, males are more likely to be the

nonrespondents than females. In addition, within the initial contacts, their proportion

among respondents is usually smaller than within later contacts. However, the largest pro-

portion of males can be found among the nonrespondents. According to our terminology,

the late respondents are typical examples of secondary nonrespondents and their charac-

teristics are thus between those of the initial respondents and those of the nonrespondents.

These empirical characteristics of the secondary nonrespondents are the main reason why
ÅYsn generally lies between ÅYsr and ÅYn. Since by the very de®nition ÅYr is between ÅYsn and
ÅYsr, both terms on the right side in (5) are of the same sign. Due to the product ÅM ÅMsn, the

net substitution bias ÅM ÅMsn� ÅYsr ÿ ÅYsn� will be relatively small. However, it will almost

always enlarge the initial nonresponse bias (2). No cancellation occurs here as is often

the case with the components of survey errors.

The above derivations are typical for situations in which fewer contacts are performed

with substitute units. However, in addition to this, the interviewers may also put less effort

into contacts with the initially contacted units. The nonresponse rate ÅM thus becomes

higher and, as a consequence, the stratum of respondents shrinks and its mean ÅYr may

move further away from ÅYn. For example, the interviewers may omit the dif®cult-to-survey

units more often in comparison to a situation in which they know they cannot select a sub-

stitute unit. In such cases, the nonresponse component ÅM� ÅYr ÿ ÅYn� in (5) may also increase.

In the absence of strict ®eld work controls the net substitution bias can increase drama-

tically, because the factors ÅM and ÅMsn, as well as the differences � ÅYsr ÿ ÅYsn� and � ÅYr ÿ ÅYn�

are de®ned by the ®eld work procedure itself.

In order to empirically evaluate the net substitution bias we must compare the estimates

from the sample with substitutes, and the estimates from the sample of initial units which

was adjusted with the alternative weighting (performed at the same level as the substitu-

tion). Another validation can be done when we know the individual population values.

This is often the case with demographic characteristics when the register of population

serves as a sampling frame.

Both approaches have con®rmed that in highly controlled face-to-face surveys (General

Social Surveys, Labour Force Survey, Family Expenditure Survey) with sampling from

the register and with the same number of contacts (®ve) for initial and for substitute units,

the net substitution bias was consistent, of the same sign as the nonresponse bias, and

around 0.5% of the estimate for the variables sex, age (group 18±25), rural-urban compo-

nent and education (Vehovar 1995). There was also a clear tendency towards additional

under-representation of the units that are often inclined to be non-respondents (urban

unit, uneducated, male).

With attitudinal variables the relative biases were higher. However, at least with surveys

up to a few thousand units, the relative bias was much smaller than the coef®cient of

variation of the corresponding estimate.
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Of course, the above-discussed results apply only to the bias within a cell (cluster)

where the substitution is performed. If we have a simple random sample, it applies to

the whole sample. The nonresponse bias arising from the different response rates across

levels (adjustment cells) will be equally removed by substitution, as with other adjust-

ments (weighting, imputation) performed at the same level (Kalton 1983). Of course,

such a component of the nonresponse bias has a sign which is independent of the net

substitution bias. However, with respect to the remaining within-cell component of the

bias, result (5) applies.

2.2. The variance

We discuss the variance issues separately from the bias. When proper inclusion prob-

abilities are used, we therefore assume that the estimates are unbiased,

E�Åyr� � E�ÅySUB� � ÅY .

A comparison of a simple random sample variance Var� ÅySUB� where the substitution

is applied and the variance Var� Åy� where there is no nonresponse shows that the results

are almost the same. Extremely large differences in the elementary variation among

secondary respondents and secondary nonrespondents are needed in order to have a signi-

®cant difference in two sampling variances. As this is highly unlikely, we will not go into

the details of this result here. Similarly, it can be shown that these differences remain

negligible also in complex samples where strata and clusters are introduced. In general,

we thus have Var� ÅySUB� 8 Var� Åy�, and will refer to this result often in this section.

An example that is of primary concern here is a two-stage cluster sample. There are

two reasons for this. First, considerable gains in precision may occur in this design

when substitution is applied. Second, this is a design where substitution is most often

used in survey practice.

We will compare the variance of the unweighted mean ÅySUB where substitution is used

with the variance of Åyr in the sample of respondents where alternative adjustments

(weighting, imputation) are performed at the same cluster level.

2.2.1. Two-stage cluster sample

First, let us consider the design (Kish 1965, p. 170; Cochran 1977, p. 277) with sampling

without replacement, with clusters of equal size and with uniform sampling rates, and

variance:

Var� Åy� � 1 ÿ
a

A

� � 1

a

XA

i�1

� ÅYi ÿ ÅY �2

A ÿ 1
� 1 ÿ

b

B

� �
1

ab

XA

i�1

XB

j�1

�Yij ÿ ÅYi�
2

A�B ÿ 1�
�6�

where a and A are the numbers of clusters in the sample and in the population, b is the

sample size of the clusters, B is the population size of the clusters, Yij denotes the popula-

tion value of the j-th unit in the i-th cluster, and ÅYi stands for the population cluster mean.

More generally, in two-stage cluster designs the variances of the estimators of the

population mean ± including HT estimator, ratio estimator and PPZ estimator (Cochran

1977, ch. 10±11) ± can be written in the following form:

Var� ÅySUB� 8 Var� Åy� � 1 ÿ
a

A

� � 1

a
U �

1

Aa

XA

i�1

1 ÿ
bi

Bi

� �
1

bi

Vi �7�
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where U and Vi are the ®xed population quantities (independent of the design parameters

b and a), Bi stands for the population size of the i-th cluster and bi for its sample size.

2.2.2. Nonresponse mechanism

Let us denote the initial sample size and the number of responding units by n and nr

respectively. The number of responding units in the i-th cluster is denoted by bri. We

assume a uniform response rate ÅR � �1 ÿ ÅM� with E�nr� � ÅRn. To obtain n respondents

we have to start with a larger initial sample, n�
� n= ÅR. Similarly, we have an increased

initial take per cluster, b�
i � bi= ÅR, so that we end up with b�

ri respondents in the i-th cluster.

Only then do we obtain E�n�
r � � n and E�b�

ri� � bi. The enlarged initial sample thus

ensures that, after the nonresponse process, the proper comparisons with the sample based

on substitution can be made.

First, let us consider the simplest case (6). We start with the initial sample size n�
� n= ÅR

and we apply the uniform nonresponse mechanism, so that we observe Åy�r jb
�
ri, the sample

mean in the increased initial sample being conditional on observed data b�
ri. Of course,

proper inclusion probabilities have to be used, so we have the estimate:

Åy�r jb
�
ri �

1

n

Xa

i�1

Xb�ri

j�1

yrij

bi

b�
ri

�8�

and the corresponding variance:

Var� Åy�r jb
�
ri� � 1 ÿ

a

A

� � 1

a

XA

i�1

� ÅYri ÿ ÅYr�
2

A ÿ 1
�

1

Aa

XA

i�1

XBri

j�1

1 ÿ
b�

ri

Bri

� �
�Yrij ÿ ÅYri�

2

�Bri ÿ 1�b�
ri

�9�

Here, Bri stands for the number of responding units in the i-th population cluster, Yrij

refers to the j-th responding unit in the i-th cluster, and ÅYri refers to the population cluster

mean for respondents in the i-th cluster. Assuming the MCAR property for the non-

response mechanism within each cluster, expression (9) differs from expression (6)

only in the variable term b�
ri which has moved into the summation symbol. We additionally

assume that the terms b�
ri are positive. We can now write the general expression that

corresponds to (7) for the conditional variance in the case of nonresponse:

Var� Åy�r jb
�
ri� � 1 ÿ

a

A

� � 1

a
U �

1

Aa

XA

i�1

1 ÿ
b�

ri

Bri

� �
1

b�
ri

Vi �10�

Due to the assumptions, the terms U and Vi from (7) remain unchanged in (10). The var-

iances (9) and (10) are thus the proper expressions for population variances when correct

inclusion probabilities (distorted by the nonresponse mechanism) are taken into account.

The estimation of the conditional sampling variance is not our primary concern here. In

practice, the weights proportional to wi � bi=b
�
ri will be attached to the respondents. Only

with these weights will the variance estimation programs correctly estimate the corres-

ponding population value (9) or (10). A similar result can also be achieved with imputa-

tions. However, the expected value of the estimate of the variance obtained with

imputation procedures cannot be smaller than (10), so we will concentrate only on the

weighting adjustments.
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2.2.3. The comparisons

We have to calculate the unconditional variance Var� Åy�r �. As we assume Åyr is unbiased, we

also have E� Åy�r jb
�
ri� � ÅY and VarE� Åy�r jb

�
ri� � 0. Thus, only the expected value of (10) needs

to be considered in the conditional variance formulae, i.e., EVar� Åy�r jb
�
ri�. However, the ®rst

term in (10) and in (7), the between variance component VB, is a ®xed quantity and only

the second term varies from sample to sample. Its variation is based on the variability of

the actual take b�
ri per cluster.

In a simple, but realistic case, we assume that Vi and b�
ri are independent, the non-

response mechanism is a uniform mechanism with the parameter ÅR, and the population

clusters are relatively large, so that the factor b�
ri=Bri is small or negligible, i.e.,

�1 ÿ b�
ri=Bri� � �1 ÿ bi=Bi� < 1. We thus have the following expression:

Var� Åy�r � � EVar� Åy�r jb
�
ri� � 1 ÿ

a

A

� � 1

a
U �

1

Aa

XA

i�1

1 ÿ
b�

ri

Bri

� �
E

1

b�
ri

� �
Vi �11�

so that variances (11) and (7) differ only in the factors E�1=b�
ri� and 1=bi. Thus, the increase

in the second component of the variance (11) over the corresponding within variance

component VW in (7) is based on:

VIFW � E
1

b�
ri

� ��
1

bi

� �
� biE

1

b�
ri

� �
�12�

In Table 1, the increase (12) is illustrated. The analytical calculations are based on a trun-

cated hypergeometric distribution for the simplest design (6), with the population cluster

size Bi � B � 1; 000. The brackets in Table 1 indicate that more than 1% of the clusters

were omitted (truncation) because no unit in the cluster responded. In the case of B � 100

the ®gures in Table 1 would be roughly 10% lower. For large b, the approximation with

binomial distribution and Taylor linearisation can be used, as is done in Cochran (1977, p.

135).

Of course, the above increase refers only to the second component in (11). The propor-

tion of the within variance component can be expressed as a function of the intracluster

correlation r and the actual size of the cluster E�b�
ri� � bi. In a special case (6) we can

use well-known relations (Kish 1965, p. 171) to obtain the results in Table 2.

We can now express the overall increase of Var� Åy�r � in (11) over VarSUB� Åy� in (7):

VIF �
Var� Åy�r �

Var� ÅySUB�
�

VB � VIFW � VW

VB � VW

� 1 � �VIFW ÿ 1�
VW

VB � VW

�13�
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Table 1. Increase (VIFWÿ 1) (%) at B � 1,000

b* ÅM � �1 ÿ ÅR) ± nonresponse rate

0.1 0.2 0.3 0.4 0.5

3 5.7 11.2 (16.0) (18.2) (18.2)
4 3.9 9.2 14.9 (19.4) (21.7)
5 2.8 6.9 12.3 18.0 (22.4)

10 1.3 2.6 4.7 8.0 13.0
15 0.7 1.6 2.7 4.4 7.1
30 0.3 0.6 1.1 1.7 2.5



The increase VIF can be thus obtained by multiplying the corresponding cells in

Tables 1 and 2. Obviously, the increase is relatively small. The within variance component

VW often takes only about a half of the sampling variance, so with a response rate at least
ÅR � 0:6 and with a take b � 5 or larger, the increase will be below VIF � 1:05. However,

there do exist some extreme situations ± small b, small r, small ÅR ± with an increase close

to VIF � 1:20.

As an approximation, the above results can be used also for other sampling strategies

within a two-stage sampling scheme.

The analytical results above and the illustrations in Tables 1 and 2 are essential for an

understanding of the gains in precision when substitution is used. It is obvious that we can

bene®t from substitution only in very speci®c circumstances which are not encountered

very often.

2.2.4. Simulations

We will verify the above calculations with a simulation study. Let us observe the variable y

with a normal distribution y : N�m; j�, m � 700, j � 300. The design used in the simu-

lations partially followed the design for a Slovenian GSS with n � 2,100 and a � 140 pri-

mary sampling units, so we have a design (6). We assume r � 0:07 and Bi � B � 1;000,

which ± using the standard relations for this design (Kish 1965, p. 171) ± gives the cor-

responding components (between, within) of the elementary variances j2
B and j2

W . With

substitution we have n � 140 ´ 15 � 2;100, but with a uniform nonresponse mechanism
ÅR � 15=18 � 0:83 we start with n�

� 140 ´ 18 � 2;520. Also used was an extreme design

with ÅR � 3=5 � 0:60 and n�
� 700 ´ 5. The simulations were performed in the following

steps:

1. The initial sample (size n or n�) was generated in two successive steps,

Åyi : N�700; jB� and yij : N� Åyi; jW �.

2. The missing data was generated with ÅR � 0:83 or ÅR � 0:60.

3. The nonresponse weights wi � bi=b
�
ri were attached to the respondents.

The above simulation was performed for substitution (Step 1) and for nonresponse weight-

ing adjustments at the same cluster level (Steps 1±3). Within each simulation, K � 5; 000

samples were generated and the corresponding estimates of the population mean were

calculated, ÅySUB;k or Åy�r;k, k � 1::K. The mean and the variance were calculated as
ÃÅYSUB � 1=K

PK
k�1 ÅySUB;k and dVar� ÃÅYSUB� � 1=K

PK
k�1� ÅySUB;k ÿ

ÃÅYSUB�
2, and similarly for

the estimate Åy�r . To control the stability of the results, three simulations were performed.
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Table 2. Proportion of the within variance VW =�VB � VW �

b r ± intracluster correlation

0.005 0.01 0.02 0.05 0.10 0.20

3 0.99 0.97 0.94 0.86 0.75 0.57
4 0.98 0.96 0.93 0.83 0.70 0.51
5 0.98 0.95 0.91 0.79 0.64 0.44

10 0.95 0.91 0.83 0.66 0.47 0.29
15 0.93 0.87 0.77 0.56 0.38 0.21
30 0.87 0.77 0.62 0.39 0.23 0.12



The sampling variance calculated analytically from (6) equals Var� ÅySUB� � 84:8 for the

design a � 140, b � 15, ÅR � 0:83. From Table 3 we can observe the average increase

(geometric mean) across the simulations dVIF � 1:02 which estimates the ratio (13). We

can also extrapolate from Table 1 ( ÅM � 0:17, b�
� 18) and Table 2 (r � 0:07, b � 15)

the analytical calculation VIF 8 1 � 1:2=100 � 0:49 � 1:01.

There is a slight underestimation in the corresponding analytical expressions. The

reason for this is a positive correlation among the factors �1 ÿ b�
ri=Bri�; 1=b

�
ri and Vi in

the last term of (10). They all simultaneously increase in clusters with large nonresponse.

However, we will not go into details of this effect here, since it does not change the key

®ndings related to the gains in precision when a substitution is used.

With small clusters and a large nonresponse ( ÅR � 0:6; b � 3�, the differences between

the procedures increase. The analytical result for the variance (6) gives Var� ÅySUB� � 48:7.

The analytical approximation for the increase VIF is obtained by multiplying the corres-

ponding cells in Table 1 ( ÅM � 0:4, b�
� 5) and Table 2 ( ÅM � 0:4, b � 3). From (13) we

thus have VIF � �1 � 18=100 � 0:82 8 1:15�. A similar result is obtained also with simu-

lations dVIF � 1:18 (Table 4). We should repeat that this is an extreme design, where

the underestimation of analytical result also reaches its extreme value.

The above simulations con®rm that special situations with gains in precision close to

20% do exist, but in general the bene®ts tend to be small.

We should note that the above-discussed increase in variance due to weighting, substan-

tially differs from the increase arising from oversampling strata (Kish 1965, p. 429) which

is often used in survey practice.

2.3. Empirical evaluation

The above ®ndings were veri®ed (Vehovar 1995) by six recent Slovenian GSS surveys

(n � 2;100). This is a face-to-face survey with 140 primary sampling units and 420

secondary sampling units, a completion rate of 20% and a nonresponse rate of 12%

(SÆtebe 1995). Thirty target variables were selected from each survey, and the variances

were compared (weighting versus substitution). The effect of the different sample sizes
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Table 3. Sampling variance for the design 140 ´ 15, ÅR � 0.83

Procedure Simulations

1 2 3dVar� ÅySUB� 84.6 85.2 84.1dVar� Åy�r � 86.6 87.1 86.2dVIF 1.02 1.02 1.02

Table 4. Sampling variance for the design n � 700 ´ 3, ÅR � 0.60

Procedure Simulations

1 2 3dVar� ÅySUB� 48.8 48.3 49.3dVar� Åy�r � 57.9 57.5 58.1dVIF 1.19 1.19 1.18



was carefully removed using design effect and intracluster correlation. With clusters of

b � 15, the median estimate of the increase VIF was 1.02 (2%) while with b � 5 the med-

ian was 10%. As with simulations, the increase was slightly above the theoretical results,

and considerable variations around the median were observed.

The study of the mean squared error for these variables showed that with clusters of

b � 15 the substitution has a clear disadvantage compared to the weighting adjustment,

but with clusters of b � 5 there was a slight advantage for substitution. The differences

were nevertheless small, so the bias-variance considerations alone could not justify either

of the options.

The GSS survey is the only remaining survey among of®cial and academic surveys

in Slovenia that still uses substitution. One reason for this is tradition, as this same design

has been used for more than 30 years, the other is the ease and the widespread use of such

weight-free data. Many different users have extensively used the data and created their

own series with simple tabulation packages.

It should be added that a major revision of the GSS sample design is planned for the year

1999, which also includes the abandoning of substitution. The important factor for this

decision was the growing prolongation of the data collection period, which is in con¯ict

with the increasing demand for a prompt release of results.

2.4. Generalisation of the results

The above results can be extended to a multistage cluster design with more than two

stages. However, in such an event the potential gains in precision are even smaller. The

substitution is usually performed within the last-stage clusters, consequently the corres-

ponding component of the within cluster variability will represent an even smaller portion

of the entire sampling variance. On the other hand, if the substitution is performed at the

level of primary sampling units (clusters) the corresponding cluster size b will be far too

large to allow for any gains in precision.

The results can be equally applied also to the case where the substitution is performed

within the strata. There, we have only within stratum variance, so the increase VIFW

instead of VIF can be used. Thus, the gains from Table 1 apply directly, and they are simi-

lar to the advantage in precision of a proportionate strati®ed sample over a sample with

post-strati®cation (Cochran 1977, p. 135). However, the strata are often relatively large,

so the corresponding bene®ts of substitution tend to be small.

We can also use alternative substitution cells, for example some types of socio-

demographic classes, and perform substitution within these adjustment cells. In household

surveys, a substitute selection of the household of the same size as the nonresponding

household is particularly typical. The comparisons of substitution with alternative

procedures (population weights, sample weights, imputation) in these adjustment

cells yield complex expressions, but the results are very close to those obtained with

strati®cation.

When comparing the precision of one estimate with those of others we omitted the

discussion of the imputations. We should repeat that with respect to precision, the esti-

mates based on imputations ± at least with the examples we discussed above ± produce

larger estimates for sampling variance than the corresponding weighting procedure.
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2.5. The adjustment cells and the substitution cells

In practice, the substitution is usually performed within the clusters, and very rarely within

strata or within other types of adjustment cells. In fact, in all reported research the substi-

tution was applied at the level of the last-stage clusters. On the other hand, speci®c adjust-

ment cells are often created for other types of nonresponse corrections (weighting,

imputations). These adjustment cells typically differ from the clusters where the substitu-

tion is performed, and these cells generally crosscut the clusters. The relation between the

two adjustments is very complicated due to the complexity of interaction between the two

procedures.

However, the substitution procedure can be directly compared only with the methods

that compensate for the distorted (due to nonresponse) inclusion probabilities at the

same cluster (strata, cell) level. Basically, there are only two alternative methods for

this: the weighting based on proper inclusion probabilities and the corresponding imputa-

tions (single or multiple). Other types of nonresponse corrections do not compare (or com-

pete) with substitution, since we apply them regardless of the adjustments at the cluster

level. The corrections in large adjustment cells are thus performed (or not performed)

independently from the adjustments at the cluster level. These are complementary and

consecutive (successive) steps for handling nonresponse, and are not alternatives.

Sometimes in the nonresponse adjustment process we even omit the compensation

for missing data at the level where substitution is otherwise performed. In these situations

the practice of substitution would be clearly redundant. Such an omission occurs auto-

matically when we assume a simple random sample (even if the sample is complex).

This is often the case when large socio-demographic classes are constructed as adjustment

cells, or when we use models for handling nonresponse. Here, we can only repeat that, in

the case of a simple random sampling, substitution has a clear disadvantage in the bias and

no advantage in precision.

Leaving practical considerations aside, the only gain that substitution can provide is the

improved precision arising from advantages over the alternative procedures that compen-

sate at the same cluster level. The nonresponse corrections (weighting, imputation) based

on adjustment cells that differ from the clusters where substitution was performed have

little impact on the evaluation of this practice.

3. Practical Considerations

The practical aspects are based on extensive research and experiments with Slovenian

national surveys ± Labour Force Survey, Family Expenditure Survey, General Social

Survey (GSS), Crime Victimisation Survey ± during the years 1990±1996. Except for

GSS, the substitution procedure has already been abandoned in all of the above surveys.

3.1. Advantages

a) Simplicity for the users. Substitution preserves the property of the self-weighted

sample, and the merits of such samples are well-known.

b) Sample size controls. This is a minor advantage since there also exist variations in

sample size arising from non-eligible units that cannot be controlled by substitution.
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Furthermore, as for the interviewers' workload, the nonresponse itself creates

certain differences in the number of visits assigned to each interviewer. Also, there

are severe practical dif®culties when it comes to obtaining an exact sample size by

means of substitution, even for telephone surveys. And ®nally, the supplement

sample (Kish 1965, p. 415) can provide the same control with fewer complications.

The supplement sample differs from the substitution procedure in the sense that it is,

in fact, a new sample. The pre-selected units are given to the interviewers, usually

once in a survey process, when the management decides that additional units are

needed. The interviewers do not participate in the decision whether to include an

additional unit in the sample, as is the case with substitution.

c) Removal of the nonresponse bias. Compared to the situation without any non-

response adjustments, an important improvement exists with substitution. For

example, the urban-rural component of the bias is generally removed when substitu-

tion is performed at the cluster level. Of course, such a result can also be obtained

with sample weighting adjustments, and with far less effort. However, the non-

response bias within the level at which the substitution is performed generally

remains unaffected.

In principle, we can select a substitute unit which is similar to the nonresponding

one. The shortage of available covariates, together with their weak correlation

with the nonresponse characteristics and with the target variables, makes the actual

improvements much less successful. When combined with practical inconveniences

in the selection of similar substitutes, the discouraging results reported in the empiri-

cal study (Vehovar 1994, p. 175) are not surprising. There, the substitute units were

selected in the 1990 Slovenian Labour Force Survey (n � 3;900) together with initial

units, from the register of population, where the variables location, sex and age group

were available. Within each cluster the potential substitute units were pre-selected

according to the anticipated nonresponse rate within population clusters and within

age/sex demographic groups. However, no gains in the nonresponse bias were found

in comparison to the alternative weighting adjustment at the same cluster level.

There, the weighting additionally included the corrections based on the same age/

sex information that was used for the selection of the substitutes.

There is no evidence of any other empirical research that would properly demon-

strate the bene®ts of such an approach. However, as is often the case with substitu-

tion, the assumption of such an advantage does exist in survey practice.

d) Optimal structure of the sample. The substitution procedure provides the prescribed

number of observations for each part of the sample. This is, of course, irrelevant in

the case of simple random sampling, but in complex designs it becomes an issue,

especially when small strata or small clusters are employed. In addition to the poten-

tial gains in precision, the avoidance of empty observations also preserves the

basic features of the sampling design. For example, when selecting two units

(schools or clusters) per stratum, it makes possible the calculation of the variance.

However, to evaluate the bene®ts of substitution in such situations, the mean squared

errors should be compared with the alternative procedures of collapsing clusters

or strata.

347Vehovar: Field Substitution and Unit Nonresponse



The ®rst three advantages above are not of great signi®cance, although situations may

occur where they can be bene®cial. The issue of the optimal structure of the sample thus

represents the key potential advantage of this procedure.

3.2. Disadvantages

a) Field work controls. This is the major de®ciency of substitution, especially when

area frames are used in face-to-face surveys. With telephone interviewing, however,

the bulk of the problem disappears.

b) The illusion that nonresponse has been removed. The illusion that substitution has

solved the nonresponse problem can be extremely strong, and the effort to deal

with the nonresponse problem may be reduced.

c) Higher nonresponse rate. An interviewer's effort decreases if he or she knows that

dif®cult-to-contact units can be declared non-interviews and then replaced by substitute

units. A split-half experiment in the area sample for the 1991 Labour Force Survey

(n � 4;000) showed an increase in the nonresponse rate from 9% to 10% (Vehovar

1994, p. 179).

d) Prolongation of the ®eld work. According to the sequential nature of the substitution,

the ®eld work is substantially prolonged. Conservatively speaking, each wave can

be treated as a separate survey with the same number of prescribed attempts (visits,

calls). The ®eld operation time is thus at least doubled. As a consequence, the admin-

istrative and the overhead costs also increase.

3.3. Practical guidelines

1. Field substitution is not an appropriate procedure for large probability samples where

at least one of the following features is valid:

· there is a short time available for ®eld operations,

· there is evidence of a strong net substitution bias,

· there is weak (or expensive) control over ®eld work procedures.

2. The following practical reasons may justify the use of substitution:

· the need for a self-weighted sample is extremely strong; however, in this case the

following conditions must additionally hold for the substitution procedure if it is

to have any possible advantage:

± there are no other theoretical reasons for weighting,

± the substitution can remove the nonresponse bias, at least to the extent of the

alternative procedures;

· there is a danger that, due to nonresponse, a considerable number of clusters (or

strata) would have no observations;

· there exists a potential advantage of improved precision; however, this must be

observed within the framework of the mean squared error.

4. Conclusions

The practice of substitution can be conditionally justi®ed only in surveys with high

nonresponse rates and a small take per cluster (or stratum). We encounter this situation

348 Journal of Of®cial Statistics



in surveys of institutions (stores, schools), and in speci®c household surveys, such as a

Family Expenditure Survey, or media surveys where an exact number of units have to

be surveyed each day. However, even with these surveys the alternative procedures of

supplements or the increased initial sample (according to the anticipated nonresponse)

often provide better results. There is, in fact, no empirical evidence that the alternatives

would perform worse than substitution.

In surveys of up to a few thousand units with proper ®eld work controls, the bias-

variance issues become unimportant in most situations for the evaluation of the substi-

tution. The prolongation of the data collection period remains ± together with the

inconveniences in the ®eld work controls ± the key disadvantage of this procedure. In

large samples an additional drawback may be the small but consistent net substitution

bias which will cancel out the negligible gains in precision.

The advantage of improved precision is generally small for the substitution procedure.

However, with small clusters, high nonresponse rates and small intracluster correlation the

gains may become considerable. When combined with suf®cient ®eld work controls sub-

stitution is potentially advantageous. A speci®c example of this is the Waksberg-Mitofsky

two-stage procedure for telephone surveys (Waksberg 1978). The procedure is sequential

and formally equal to substitution. The only difference is the fact that we are looking for a

®xed number of eligible units instead of a ®xed number of responding units. It has been

shown that in certain circumstances this procedure has advantages over the modi®ed

one (Brick and Waksberg 1991), which is based on the weighting adjustments.

Here, we compared substitution and the alternative methods which compensate for

nonresponse within the same clusters (or strata). Other adjustments, such as population

weighting, may follow in all cases. Of course, if there is no need for adjustments at

the cluster level, or if models are used to compensate for the nonresponse, as in Brehm

(1993) or Little and Rubin (1987), substitution is simply redundant.
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