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Large Scale Fitting of Regression Models with ARIMA
Errors

BjoÈrn Fischer1 and Christophe Planas2

1. Introduction

One of the tasks of the Statistical Of®ce of the European Communities (EUROSTAT) con-

sists in making available information on the Member States' economies. That information

is subject to a statistical treatment in respect to some particular features of economic time

series. Namely, the trading days rhythm, the Easter recess effect, some data irregularities,

the series growth, and some unobserved movements like trend and seasonality are of main

interest. In some units, all the related analysis is performed in a model-based framework

through the use of the programs TRAMO-SEATS (see Gomez and Maravall 1996). The

methodology implemented is that of univariate regression with time series of the

ARIMA-type (see for example Bell 1995; Fuller 1996; Tsay 1984), plus some develop-

ments related to outlier detection and correction and to a full automised model identi®ca-

tion procedure (see Gomez 1997). These last two advances were crucial for a massive

model-based treatment of time series.

The Statistical Of®ce of the European Communities (EUROSTAT) publishes information on
the economies of the Member States using, for some units, some model-based procedures to
treat several features of economic time series. The quality of the information published is thus
related to the capacity of these models, namely univariate ARIMA models with exogenous
regressors, to adequately describe a vast majority of economic time series. We evaluate
that capacity on a set of 13,238 monthly series. The results of our experiment give several
messages: 1) the sensitivity of different economic indicators to calendar events can be quan-
ti®ed; 2) the occurrences and the typology of outliers found in practice are detailed; 3) infor-
mation is obtained about the stationary behavior of the series; 4) the practical relevance of
several model speci®cations can be evaluated; 5) the type of misspeci®cations found is
detailed, yielding for example an indication on nonlinear patterns actually encountered in
monthly series.
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The quality of the published information is thus related to the capacity of univariate

ARIMA models with exogenous regressors to describe a vast majority of economic

time series. In this article, we evaluate that capacity on a set of 13,238 monthly series.

Besides the overall capacity of these models in describing our set of economic series,

the results of our experiment give several messages. First, the sensitivity of different eco-

nomic indicators to calendar events can be quanti®ed. Second, the occurrences and the

typology of outliers found in practice are detailed. Third, information is obtained on the

stationary behavior of the series. Fourth, the practical relevance of the airline model

(see Box and Jenkins, 1976), which is used in many applied works, can be evaluated.

Fifth, the type of misspeci®cations found is detailed, yielding for example an indication

of nonlinear patterns actually encountered in monthly series.

The sake of rigor leads to underline the limitations of this study. There are three main

sources of limitation: the data, the software used, and the selected diagnostics. Our data are

monthly and they are set as indexes. Some of them may be correlated; we checked how-

ever that cross-correlations could not have an impact on the results. We used the software

TRAMO for automatic model identi®cation. Other software may have identi®ed other

models. Our choice was based on four main considerations: (1) experiments conducted

in EUROSTAT showed that TRAMO is relatively fast (see DosseÂ and Planas 1996); (2)

it is able to identify a wider range of models than an alternative like X11-ARIMA or its

successor X12 (see Dagum 1988; Findley et al. 1998); (3) TRAMO is also able to auto-

matically select log-transformations and signi®cant calendar effects; (4) it is routinely

used in several units of EUROSTAT. The next limitation is related to the diagnostic

checks. We chose a set of tests which covers a general enough range of pathologies. As

there is no unanimity about which diagnostics are to be used for automatic checks, other

tests could have been used and probably different results would have been obtained. All

these points limit the generality of our study.

Nevertheless, as far as we know, no such large scale analysis is available in the litera-

ture. While the available computing power has greatly facilitated the use of large data-

bases, we believe that much remains to be learned from the application of statistical

techniques to a massive set of series. Accumulation of empirical evidences is useful for

the evaluation and improvement of statistical procedures. Our study is a contribution in

that direction.

We describe in Section 2 the data collection process and in Section 3 we review the

methodological treatment. Section 4 presents the results of the experiment which are

further discussed in Section 5.

2. Data collection

The time series are taken from the Industrial Short-Term Indicator section of the

EUROSTAT database ``New Cronos.'' They comprise series of the 15 Member States

of the European Union plus the European total and a few series from the United States

and from Japan. The industrial activities described are sorted according to the revised

Classi®cation of Economic Activities within the European Communities (Nace Rev.

1). This classi®cation covers almost all sectors of industrial production in the Member

States.
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Five different areas are covered: industrial production, turnover, new-orders, imports

and exports. The number of series in every group is 2,512, 2,206, 1,641, 3,547, 3,332,

respectively, for a total number of 13,238 series. All the series are monthly indexes. The

sample sizes are roughly distributed as follows: 10,100 series are of length in [85, 105],

1,500 in [130, 155], 1,300 in [195, 212], the other sample lengths being roughly uniformly

distributed outside these intervals between the minimum of 75 and the maximum of 212.

The production index measures the evolution in volume at constant prices of gross value

added produced by an observation unit of a given activity. As most of the Member States

only supply trading day adjusted production indexes, preliminary transformed data had to

be used. The turnover index, which measures the turnover of the total of products and ser-

vices invoiced by the observation unit, is measured in current value and was used in

three presentations: domestic turnover, external turnover, and total turnover. New orders

correspond to all orders received in the course of a reference month minus the cancella-

tions that occurred in this period. They were split in the same way as the turnover index,

and are also evaluated in current prices (value index). The indexes of imports and

exports are divided into value and volume data. The trade data on industrial products of

the Member States of the EU (intra and extra EU together) and of the EU (only extra

EU trade) was used. Complementary information can be found in EUROSTAT, 1997.

3. Methodology

Every series is treated separately with the program TRAMO. The different steps of the

treatment can be found in Gomez and Maravall (1996); details are also given in Gomez

(1997). We brie¯y summarize the different tasks performed below.

A test for the log-level speci®cation based on a range-mean regression is ®rst computed.

According to the result, the data are log-transformed or not. The airline model is then used

to test for trading days and Easter effect, and to compute a generalised least-squares prior

correction if these are found signi®cant. In our experiment, the trading days regressors

have been speci®ed as made up of six variables plus a length-of-month index, while an

Easter effect variable has been speci®ed so as to describe an effect lasting eight days

(see, for example, Bell 1995). Then a search for the differencing orders of the ARIMA

model starts. The procedure is based on the results of Tiao and Tsay (1983) and of

Tsay (1984). Broadly, autoregressive polynomials and ARMA models are sequentially

®tted to determine the number of autoregressive unit roots. Once the differencing orders

have been selected, identi®cation of the ARMA model orders is performed on the basis the

BIC criterion (see Hannan 1980; Hannan and Rissanen, 1982). The search puts the empha-

sis on low order and on balanced models; the model with maximum order that can be con-

sidered is (3, 2, 3) (1, 1, 1)12, and the total number of models that can be selected is 384.

Estimation is computed by exact maximum likelihood using the algorithm in MeÂlard

(1984).

An outlier detection and correction procedure is conducted along the lines of Chang,

Tiao and Chen (1988) and of Tsay (1986) with some improvements. First, outliers are

detected and corrected singularly and then a multiple regression is performed to eliminate

spurious ones. In our experiment, three types of outliers have been considered: additive

outlier (Ao), temporary change (Tc), and level shift (Ls). The critical value for outlier
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detection has been set at 3.5, 3.7 and 4.0 for series lengths of less than 130 observations

between 131 and 180, and more than 180 observations, respectively (see Chang and al.

1988).

In order to check whether the resulting regression model with ARIMA errors has been

able to adequately describe the properties of the series, an analysis of the residuals has

been performed. The statistics used to check whether the residuals are uncorrelated white

noises are the Ljung-Box Q-statistics computed on the ®rst 24 lags, and the Box-Pierce Q-

statistics (denoted Qs) computed on seasonal lags 12 and 24 (see Ljung and Box 1978;

Pierce 1978, respectively). Independency is veri®ed by computing these statistics on the

squared residuals (McLeod and Li 1983). As illustrated in Fiorentini and Maravall

(1996), computing Qs on the squared residuals allows to associate nonlinearities with

the series seasonal behavior. A further check is performed by comparing the skewness

and kurtosis of the residuals distribution with the theoretical third and fourth moments

of the normal distribution. Finally, all the models are re-estimated with 12 observations

left apart for post-sample predictive testing. The test used is an F-test constructed as

the ratio of the mean squared forecast errors to the mean squared residuals.

The test rejections are reported for nominal signi®cance levels of 5% and of 1%. This

last test-size is usually not considered in applied works focusing on few time series, but it

makes sense considering low test-sizes when one is confronted with such a massive set of

series. Under the null hypothesis of correct model speci®cation, it would yield 130 series

to analyse further, a number which is already costly. Considering instead the standard

5% level for deciding which series needs a more accurate analysis could be dif®cultly

affordable for a statistical department dealing with massive sets of series. We now turn

to discussing the results.

4. Results

Table 1 shows the proportion of time series presenting a signi®cant calendar effect by

group of indicators. It can be seen that over the 13,238 series of our sample, 35% are sen-

sitive to the trading days rhythm and 14% to Easter recess. The results concerning produc-

tion indexes are, however, somewhat misleading. Normally, National Statistical Institutes

provide EUROSTAT with trading day adjusted production indexes as most of the eco-

nomic sectors are sensitive to the trading day rhythm. But some series may not have

been subject to that treatment, or not in a satisfactory way, and consequently a signi®cant

effect was found in 19% of the production series. Among the four other groups, turnover

series are the most affected by the trading days with an incidence found in 50% of the
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Table 1. Calendar effects

Series Productiona Turnover New-Orders Imports Exports All
# of series 2,512 2,206 1,641 3,547 3,332 13,238
% of total 19.0 16.7 12.4 26.8 25.2

Trading Days .19 .52 .35 .37 .32 .35
Easter Effect .12 .23 .21 .13 .09 .14

a The production index should be provided to EUROSTAT adjusted for trading days; however, for some Member

States, this is only partly done.



series. Turnover series are closely related to sales, so that this result is consistent with the

general agreement that sales are highly affected by calendar events. One-third of new

orders and international trade series are found sensitive to a trading days rhythm.

Table 2 shows the proportion of outliers found in every series, by type and by economic

sector. The mean number of outliers found by series is 1.25, which is quite low. Production

is the sector with the highest number of detected outliers (1.80 by series), while import

series are those presenting the least data irregularities (.97 by series). For every group,

Ao is the most often found outlier-type: 40% of series have at least 1 Ao, against 25%

for Ls and slightly less for Tc. More than half of the production series have one or

more Ao's. The proportion of Ls and Tc is roughly similar among the different groups.

We now examine the ARIMA speci®cations that have been identi®ed. Table 3 gives

mean results, again displayed by group of series, First, it can be seen that 78% to

88% of the series need a prior log-transformation. For the groups where the indexes are

measured in current prices, this is consistent with the in¯ation effect that current value

variables usually embody. But it was also needed for a vast majority of production

indexes, which are measured in volume. Besides the log-transform, very few series

show a stationary behavior: for only 4% of the series, linear differencing was not neces-

sary. In more than 70% of the cases, nonstationary behavior needs both a regular and a

seasonal difference (DD12) to be corrected. Regular difference or seasonal difference on

their own is suf®cient only for very few cases (8% and 12%, respectively). Notice that

two regular differences are nearly never needed. Seasonal unit roots are present in more

than 80% of the ®tted models. Not much discrepancy between groups can be seen with

respect to the stationarity properties.
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Table 2. Proportion of series with outliers

Series Production Turnover New-Orders Imports Exports All

Additive outliers
None .47 .60 .53 .69 .66 .61
One .27 .26 .27 .24 .24 .25
More than one .26 .14 .20 .08 .09 .14

Temporary changes
None .73 .78 .76 .81 .80 .78
One .19 .18 .19 .16 .16 .17
More than one .08 .05 .05 .03 .03 .05

Level shifts
None .75 .70 .80 .73 .78 .75
One .19 .22 .15 .22 .17 .19
More than one .05 .07 .04 .05 .05 .05

All types
None .32 .37 .37 .43 .44 .39
One .25 .30 .27 .32 .32 .30
More than one .44 .33 .35 .25 .24 .31

Mean # of outlier by series
1.80 1.34 1.41 .97 1.00 1.25



Regarding the ARIMA speci®cation, in Table 3 a ®rst distinction is made between non

seasonal, purely seasonal, and multiplicative models. It is seen that purely seasonal or

purely regular models were used in less than 5% of the cases, respectively, against 90%

for multiplicative models. This result underlines the importance of multiplicative models

for describing the behavior of monthly economic indicators. Models are then classi®ed as

stationary, airline, other IMA, ARI, and mixed ARIMA models. The airline model, intro-

duced by Box and Jenkins (1976), is the most simple multiplicative IMA; it is speci®ed as

DDsxt � �1 � v1B��1 � vsB
s
�at, where s denotes the data-periodicity, B the lag operator, D

and Ds are differencing operators at lags 1 and s, and at are the innovations. This model has

been widely used both in applied works and in methodological studies.

Table 3 shows that TRAMO selects the airline model in 60% of the cases, against 10%

for higher order IMA, 4% for pure ARI, and 23% for mixed forms. The remaining cases

are made up of stationary ARMA's. Notice that as the model identi®cation procedure

eventually relies on the BIC, a model is always proposed. The model adequacy

must, however, be veri®ed.

Table 4a displays the diagnostic checks on the ®tted models. We ®rst discuss the results

obtained with a 5% nominal size of the tests, considering every test separately. It is seen

that the Ljung-Box statistic points to uncorrelated residuals for more than 90% of the ser-

ies. The Box-Pierce statistic designed to indicate some remaining correlations at seasonal

lags shows less than 4% departures from the white noise hypothesis, which is less than the

nominal size. Regarding the residual distribution, only 10% of the overall set of residuals

show a signi®cant departure from normality. Yet, this proportion reaches 24% for residual

kurtosis in industrial production indexes. It is the sector where most Ao were found. This

suggests that industrial production is subject to some irregularities. Another feature

of interest concerns the new orders group, where 11% of the residuals show some asym-

metry inconsistent with the normal hypothesis. In close agreement with the results about
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Table 3. Model ®tted

Series Production Turnover New-Orders Imports Exports All

Log Transf. .78 .88 .82 .83 .88 .84

Amount of differencing selected
None (statonary) .01 .02 .06 .06 .06 .04
D .02 .06 .12 .10 .12 .08
D2 .00 .00 .00 .00 .00 .00
D12 .15 .12 .11 .11 .11 .12
DD12 .81 .80 .71 .74 .70 .75

ARIMA form
Non seasonal .02 .02 .06 .07 .08 .05
Purely seasonal .01 .02 .05 .02 .03 .03
Multiplicative .97 .96 .89 .90 .89 .92
Stationary .01 .02 .06 .06 .06 .04
Airline .65 .60 .56 .62 .60 .61
Other IMA .10 .09 .11 .09 .10 .10
ARI .01 .02 .04 .01 .02 .02
Mixed ARIMA .23 .27 .24 .22 .21 .23



the residual distribution, tests for residual independency show that roughly 10% of the

series embody some signi®cant nonlinear structure. The group most affected seems to

be industrial production. All the departures found are not strongly evident: considering

1% nominal sizes for the tests reduces the proportion of rejection to 1% for correlation

and normality statistics, and to 7% for linear independency tests.

Table 4b further summarizes the diagnostics. For 65% of the series, the modeling is

entirely adequate, in that no diagnostic is signi®cant at the 5% level. International trade

series are the best described by linear regression with ARIMA errors, satisfying any check

at 5% in 72% of the series, while on the other hand production series are fully adequate in

only 50% of the cases. Lowering at 1% the signi®cance level of every test increases the

number of acceptable models from 72% to 92% for these two groups which remain the

extremes, and to 86% for the overall set of series. This is a positive result about the capa-

city of ARIMA models with exogenous regressors to describe economic time series.

Furthermore, if interest focuses on models able to describe second moments of the

series, then it is seen in Table 4b that 90% of the ®tted models let residuals with white

noise properties, 98% at the 1% level.

The departures from correct model speci®cation are also of interest. The distribution of

23% of the residuals presents a distribution not in agreement with a normal distribution, of

7% at the 1% level. Nonlinear dependencies are evident in 18% of the residuals, nearly

never related to the seasonal lags. That overall proportion is rather low, and mostly due
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Table 4a. Diagnostic checking

Series Production Turnover New-Orders Imports Exports All

Uncorrelated residuals
Ljung-Box

at 5% .92 .90 .91 .95 .96 .93
at 1% .98 .98 .98 .99 .99 .99

Box-Pierce
at 5% .94 .95 .96 .97 .97 .96
at 1% .99 .99 .99 1.00 1.00 .99

Normal residuals
Skewness

at 5% .87 .90 .89 .93 .93 .91
at 1% .96 .98 .98 .99 .99 .98

Kurtosis
at 5% .76 .88 .91 .95 .95 .90
at 1% .86 .94 .97 .99 .99 .95

Independent residuals
Ljung-Box on
squared residuals

at 5% .78 .84 .88 .90 .90 .87
at 1% .87 .92 .95 .96 .96 .93

Box-Pierce on
squared residuals

at 5% .82 .89 .91 .95 .95 .91
at 1% .89 .95 .97 .98 .98 .96



to the production indexes where roughly 30% of the series present some evidences of non-

linearities. The relatively low proportion of models correctly describing production

indexes was thus mainly due to nonlinearities in the data. Lowering the critical value

for outlier detection would have mechanically raised the number of satisfying models

found for these indicators.

It is interesting to evaluate the performances of the different model speci®cations in ®t-

ting the data. For every type of model, Table 5 reports the proportion of ®ts satisfying all

diagnostic checks. The number of times a model speci®cation has been used is also

reported. The proportion of satisfactory ®ts is roughly similar for the different speci®ca-

tions, around 65% and 85% at the 5% and 1% levels, respectively. The airline model,

which was the most used, yields slightly better results, while on the other hand, mixed

models are slightly less satisfying. In more than 90% of the cases, the airline model yields

uncorrelated residuals. The scarce use of ARI models is more related to the automatic

model procedure of TRAMO which favors balanced and low-order models rather than

the potential performances of autoregressive models.

Finally, Table 6 shows the results of post-sample predictive tests (see Harvey 1989,

p.271). The performances of different methods for forecasting economic time series has

been the subject of a large debate in the time series literature; for an overview, see Fildes

and Makridakis (1995). We do not pursue this direction here. Not only would this be out-

side our scope, but the methodology we have used which also performs automatic corrections

for both outliers and calendar effects is more general than those typically involved in these

forecasting competitions. Rather, we concentrate on the proportion of series which could

be forecast in a consistent way using regression models with ARIMA errors. The results dis-

played in Table 6 are actually very satisfying, given the relatively long forecasting period of

12 observations: 70% of the models passed that forecasting test at 5%, 81% at the 1% level.
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Table 4b. Diagnostic checking

Series Production Turnover New-Orders Imports Exports All

Not any signi®cant statistic
at 5% .50 .60 .64 .72 .73 .65
at 1% .72 .82 .87 .91 .92 .86

Models yielding uncorrelated residuals
at 5% .88 .87 .88 .92 .93 .90
at 1% .97 .97 .98 .99 .99 .98

... and normally distributed
at 5% .63 .73 .74 .83 .84 .77
at 1% .83 .91 .93 .97 .97 .93

Evidence of nonlinear dependencies in residuals
at 5% .30 .21 .18 .14 .13 .18
at 1% .19 .12 .08 .06 .05 .09

... related to seasonal behavior
at 5% .08 .06 .06 .04 .03 .05
at 1% .05 .04 .02 .02 .01 .03



The best forecasted series belong to the international trade groups, the less satisfactory to the

industrial production group. This last result is obviously related to the nonlinearities found in

the production series and to the large proportion of outliers occuring in this sector.

5. Discussion

Following the suggestion of a referee, we checked the differences between the Member

States. Focusing on a selection of seven countries, namely D, E, F, I, NL, SE, U.K., we
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Table 5. Model performances

Series Production Turnover New-Orders Imports Exports All

Airline
Used 1,625 1,334 911 2,182 2,005 8,057

Not any signi®cant statistics
at 5% .52 .62 .68 .74 .76 .67
at 1% .75 .83 .90 .92 .93 .87

... letting uncorrelated residuals
at 5% .90 .91 .92 .94 .95 .93
at 1% .99 .99 .99 .99 1.00 .99

Other IMA
Used 262 198 179 335 338 1,312

Not any signi®cant statistics
at 5% .44 .64 .54 .74 .71 .63
at 1% .63 .83 .89 .92 .92 .84

ARI
Used 26 41 61 39 76 243

Not any signi®cant statistics
at 5% .54 .49 .66 .64 .67 .62
at 1% .77 .78 .82 .87 .88 .84

Mixed ARIMA Model
Used 568 587 398 790 702 3,045

Not any signi®cant statistics
at 5% .45 .56 .59 .66 .68 .60
at 1% .69 .78 .82 .90 .90 .83

Table 6. Post-sample predictive tests

Series Production Turnover New-Orders Imports Exports All

Proportion of satisfying forecasts
at 5% .66 .69 .66 .72 .73 .70
at 1% .76 .81 .77 .84 .83 .81



found that in general the results are suf®ciently homogeneous between these countries.

Some interesting discrepancies could however be seen. The nonlinearities in the pro-

duction series are mainly due to the German and Spanish production indexes: at the 5%

level, 51% of the German production series and 47% of the Spanish ones yielded residuals

which presented evidences of nonlinear dependencies. For the production indexes in these

two countries, at the 5% level only 23% of the ®ts satis®ed all our diagnostic checks. For

Spain, this result is associated with an average number of outliers by series relatively high,

at 2.83 against an average of 1.80 by series over all countries. These outliers are mainly of

the Ao type: 72% of Spanish production indexes embody one or more outliers, against

53% for all countries. For German production series, the nonlinearities seem to be related

to some heteroskedastic pattern, since only 51% of the series pass the post-sample predic-

tive test against 66% in mean over all countries. We let the problem of explaining these

nonlinear behaviors be an open issue for applied economists.

We found other discrepancies about the sensitivity of the series to trading days. For

U.K. turnover series, a signi®cative trading day component could be found in 75% of

the series, against 52% on average over all countries. French import and export series

embody that effect in 67% and 53% of the series, against respectively 37% and 32% in

the mean. A last noticeable fact regards Netherland's new-orders and international trade

series which were found to yield slightly more outliers.

In this study, we found many models yielding diagnostics acceptable at the 1% level,

but not at the 5% level (see Tables 4a-4b and 6). These are cases where the statistical evi-

dence was not particularly strong. As pointed out by a referee, it is possible that in these

cases, supplementing automatic procedures with expert modelling could make the results

acceptable at the 5% level. Improvements might be obtained by focusing for example on

the ARMA model speci®cation or on the outlier treatment.

In conclusion, the result of this large scale experiment is encouraging: time series

regression with ARIMA errors seems to be a powerful tool for the automatic analysis

of massive sets of monthly series. We ®nd most striking the result that in 90% of the cases,

the models ®tted let residuals with white noise properties, 98% at the 1% level. As dis-

cussed in Planas (1998), that feature is most important when the aim of the analysis is

to perform seasonal adjustment or trend extraction through optimal signal extraction.

The overall result about the proportion of models passing all diagnostic together with

the high proportion of models catching the correlation pattern of the series validates the

methodological choice of an ARIMA-model-based approach for publishing trends and

seasonally adjusted series that some units of EUROSTAT operated (see EUROSTAT,

1998).

Given the diagnostic checks considered, the ability of TRAMO's automatic model iden-

ti®cation procedure to yield well-speci®ed models is remarkable. For a production concern,

TRAMO gives access to a reliable automatic model-based treatment at low cost. However,

when few series are considered, we believe that the choice of a model-based approach should

only be seen as a starting point: in particular, a good ®t does not necessarily imply a good

seasonal adjustment. An important requirement for performing a reliable seasonal adjust-

ment is the knowledge of the series under analysis. Exhaustive prior knowledge allows

plausibility checks, for example about breaks, calendar effects or regression parameters,

which are useful complements of any automatic method. Outliers, especially at the current
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end of the time series, need to be linked with background information, so that it is possible

to study their sources and to ®nd an appropriate way to handle them. Furthermore, the

study of the outlier empirical distribution offers the opportunity to detect important regres-

sion effects that had not been explicitly modelled, like moving school holidays, moving

dates of fairs, and also inconvenient datatransformations. Altogether, we believe that a

careful use and control of regression models with ARIMA errors offers to practitioners

a powerful tool for improving the quality of seasonally adjusted ®gures.
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