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Study of the estimation precision in the 
Chinese MIS surveys 

by 

Bengt Rosén 

The contents of this paper has earlier been presented as part of the Mission Report: 
KINSTAT 1991:1, International Consulting Office, Statistics Sweden. 





Abstract 

Since some years the Chinese State Family Planning Commission has worked to 
establish a sample-based information system for monitoring the impact of the national 
family planning policy, a system referred to as MIS. Statistics Sweden cooperates in the 
project. Sofar the MIS surveys have been viewed as pilot studies intended to yield infor
mation on and experience of various empirical matters of relevance for the final design 
of the system. MIS was started at the prefecture level, and has gradually been extended 
so that pilot study data now are available for entire provinces. 

The paper reports on a study of the sampling errors for statistics from the MIS, which 
are evaluated on the basis of empirical MIS survey data. In particular the study is 
concerned with the estimation precision of statistics on the prefecture level as well as 
on the province level. 
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Study of the estimation precision in the Chinese MIS surveys 

Bengt Rosén 

1. Introduction 

The Chinese State Family Planning Commission is developing a "computerized information 
system for monitoring the impact of the Chinese family planning efforts", and Statistics 
Sweden/ICO cooperates in the project. This system, referred to as MIS, shall provide infor
mation on the state of and the evolution over time of various statistical parameters of rel
evance for the Chinese family planning program. The basic types of parameters of interest 
in the MIS context are as follows; 

- Total numbers of individuals in various types of groups (e.g. the number of women 
who use IUD contraceptives, the number of children born during a year). 

- Proportions of different kinds of attributes (e.g. kind of contraceptive method used) in 
different population groups (notably different types of groups of women). 

- Rates/frequencies of different kinds of events, notably births, (e.g. crude birth rate, 
general fertility rate) for different population groups. 

- Indices of change over time (in e.g. the crude birth rate). 

As indicated above, the MIS statistics shall cover a variety of types of groups. Of particu
lar relevance are groupings according to geographical/administrative criteria, and regions of 
special interest are prefectures, provinces and the whole country. 

In its broad lines the MIS system runs as follows. Samples of individuals are observed 
with respect to variables of the types which are indicated above, and statistical parameters 
are estimated from the sample data. As always for sample based statistics, the statistics 
from MIS are afflicted with uncertainty due to the restriction to samples, or in other 
words the statistics are afflicted with sampling errors. The desires as regards estimation 
precision are (to my knowledge) stated as follows; 
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- Estimates of (the majority of) the proportions of interest should have good 
precision for prefectures. 

- Estimates of the rates of interest should have good precision on the level 
above prefectures, i.e. for provinces. 

The achievement of desired estimation precisions depends in particular on the sampling 
design which is employed for the MIS surveys, notably their sample sizes. The final design 
for the MIS surveys is still to be decided upon. Accordingly, the first phase in the imple
mentation of the MIS system has been viewed as a pilot survey phase, with the main aim 
to gain information on various empirical aspects of the surveys, i.a. empirical characteris
tics which enable evaluation of the precision of the statistics from the MIS surveys. "First 
guesses" of the sampling errors can be given "at the desk" (without empirical data), and 
have been presented to give guidelines for the planning during the pilot survey phase. Such 
"guestimates" of the order of magnitude of the sampling errors can be found in i.a. the re
ports KINASTAT 1988:2 (by Thomas Polfeldt) and KINASTAT 1990:1 (by Ola Nygren). 
However, "desk guestimates" of estimation precisions can only be tentative, as they inevi
tably have to be based on assumptions about the variability pattern in the population. 

By now, data from the pilot surveys are available and in particular there are MIS data from 
all prefectures in the Liaoning province. These data allow empirical evaluation of the 
sampling errors for prefecture estimates as well as for province estimates. The main objec
tives of the present report are as follows. 

To report on empirical values for the margins of sampling error, derived from the 
MIS data from the Liaoning province. Notably, empirical values for the estimation 
precision for prefecture statistics as well as for province statistics are presented. It is 
also of interest to compare the empirically evaluated margins of sampling errors with 
previous "guestimates", and material for such comparisons is presented. 

The rest of the report is organized as follows. In Section 2 we present some facts on the 
design of the MIS surveys. In Section 3 we describe the point estimation procedures which 
have been considered in the present study. This description is elaborated on in Section 5, 
where we also specify the procedures which were used in the evaluation of the margins of 
sampling errors. The numerical findings are presented and discussed in Section 4. 

2. Some basics facts on the MIS surveys 

The subsequent description of the sampling and estimation procedures in the MIS surveys 
relates to the design which was used in the hitherto pilot surveys. A basic feature of the 
sampling design is that individuals are sampled in clusters by employing so called area 
sampling. More information is provided below. 
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Formation of sampling areas: China is divided into some 30 provinces, and each prov
ince is divided into a number of (around 10) prefectures. The prefectures are hierarchical
ly divided into smaller areas, which are disjoint on their respective levels in the partition
ing chain. At the end of this subdivision process come so called village groups, henceforth 
abbreviated VG. Orders of magnitude for the populations in the mentioned types of areas 
are as follows; A province contains on the average 36 million people, a prefecture 3.3 
millions and a VG around 200 individuals. 

VGs are used as area sampling units, and sampling frames for VGs are provided by list
ings which were made in conjunction with the "2 in 1000" Fertility survey, 1988. 

Sampling procedure: Within a prefecture a random sample of VGs is selected by syste
matic sampling. Before the selection of the sample, the VGs are grouped into five different 
"sectors", also called strata, depending on their degree of urbanization ("urban", "rural", 
"farm", "township", "outskirts"). Within the sectors the VGs are listed in "geographical 
order". (We use the term "sector" instead of "stratum" to avoid confusion with the fact that 
the prefectures function as "sampling strata" in the provinces.) The number of VGs to be 
selected in a prefecture, technically the "sampling interval" in the systematic sampling, was 
chosen so that the total number of individuals within sampled VGs should be of prescribed 
size, at least roughly. In the pilot surveys the aimed at population size was 10 000 individ
uals. In the selected VGs, information on all individuals is collected, i.e. no sub-sampling 
within VGs is employed. 

Data collection: When establishing the MIS system within a selected VG, an initial round 
is carried out in which information is collected via questionnaires which are filled out by 
interviewers who visit the households in the VG. This information concerns basically vari
ous vital statistics data, and information on present as well as past conditions and events is 
collected. The initial information is then updated every months, by collection and regist
ration of information on changes since "last month". Certain general information relating to 
the VGs, as e.g. their degree of urbanization, is collected from VG agencies, but all demo
graphic information is collected directly from the households. 

3. On point estimation procedures 

Below we specify the point estimation procedures which are considered in the present 
study. Unfortunately it has been difficult to get unequivocal information on the point esti
mation procedures in the actual MIS system, and maybe the following specification means 
a slight simplification of matters. However, if so we judge that the effects of the (possible) 
simplifications are negligible as regards the main issue; Empirical values for the margins 
of sampling errors. The point estimation procedures used in the study are based on the 
following model for the probabilistic structure of the MIS samples. 
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The sample of individuals from a prefecture is a cluster sample, with the VGs as 
clusters, where the clusters are selected with equal probabilities. (1) 

The point estimation procedures are specified more formally in Section 5 where also the 
estimation procedures for sampling errors are specified and discussed. 

3.1 Estimates for prefectures 

As a consequence of (1) the sample of individuals from a prefecture is self-weighting, i.e. 
all individuals in the prefecture have the same probability of being included in the sample. 
For a sample with this property (provided that the non-response rate is low, which is ass
umed), means, proportions and rates in the prefecture are estimated the "straightforward 
way", i.e. by the corresponding means, proportions and rates in the sample. The same 
applies for indices of change, as defined below. 

Index of change between year x and y - proportion/rate for year x (2) 
proportion/rate for year y 

Total numbers (e.g. of eligible women, births, etc) in a prefecture are estimated by gross
ing up the corresponding sample number by the factor, 

„ r . Total number of VGs in the prefecture / ^ 
Grossing up factor = _ £__i P) 

Sampled number of VGs in the prefecture 

Aspects where the above specifications of the point estimation procedures may deviate 
from the actual MIS procedures are the following. Somewhat different systematic sampling 
intervals may be used in the different sectors, which would disturb the self-weighting prop
erty. The grossing up may be made on basis of current population figures, and not on basis 
of the sampling rates for VGs. However as already stated, we believe that the possible 
discrepancies have only marginal effects on the estimates, on the point estimates as well as 
on the estimates of sampling errors. 

3.2 Point estimates for provinces 

The sample of individuals from a province is not self-weighting, though. The prefectures 
function as sampling strata and the sampling rates vary considerably between prefectures 
(see Table 1). Therefore, statistical characteristics for provinces were estimated by first 
estimating relevant total numbers for the province and then forming estimates of means, 
proportions, rates, etc as ratios of the appropriate total number estimates. Province totals 
were estimated by employing the following principle; 

Province totals are estimated as the sum of the estimates of the corresponding 
prefecture totals. (4) 
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4. Numerical findings on the estimation precision in the MIS surveys 

4.1 The study data 

The main task in this section is to present and discuss various numerical results on sam
pling errors, which are derived from the MIS data from the Liaoning province. Liaoning 
contains the following prefectures; Shengyang, Dalian, Anshan, Fushun, Benxi, Dandong, 
Jinzhou, Yingkou, Fuxin, Liaoyang, Tiding, Chaoyang, Panjin and Jinxi. Unfortunately, 
though, data for three of the prefectures were damaged in the transportation from Beijng to 
Stockholm, and therefore the prefectures Anshan, Panjin and Jinxi have been excluded. 
Accordingly, the province "Liaoning" which is reported on in the following, is a somewhat 
deduced version of the real province Liaoning to the effect that it does not comprise the 
three excluded prefectures. However, for the present illustration purpose, omission of three 
prefectures should not be very harmful. "Liaoning" still contains 11 prefectures, which in 
fact is a typical number of prefectures in a province. Hence, the reported results should 
give a good picture of the orders of magnitude of sampling errors for prefecture character
istics as well as for province characteristics. In fact we believe that the estimates for 
"Liaoning" lie quite close to those of the real Liaoning, regarding point estimates as well 
as estimates of the sampling errors. 

We start with some general information on the samples from the "Liaoning" prefectures as 
well on the prefectures themselves. 

Table 1. Some characteristics for the samples and the populations. 
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In the study we used MIS data relating to the years 1988 and 1989, and the data file for 
the study consisted of aggregated values over VGs, which were compiled from the basic 
MIS files. In most of the prefectures MIS was started up during 1989 and in such cases the 
1988 data are retrospective, and their quality may be questioned on that ground. As regards 
the 1989 data, some of them might be slighdy "defect" to the effect that all births during 
December are not included. We have made evaluations of the sampling errors for 1988 as 
well as 1989, and bodi years are reported on in Table 12, but we confine the detailed re
porting to 1989 figures. Some of the (point) estimates for birth rates rates and changes of 
birth rates are admittedly "strange". This may depend on deficiencies in 1988 or in the 
1989 data or on both. However, even if "strange" point estimates occur because of data 
deficiencies, we believe that their effect on the orders of magnitude of the sampling errors 
is much smaller and that the estimated sampling errors are of the right order of magnitude 
all the same. 

4.2 Numerical findings on sampling errors 

Numerical values for sampling errors are presented in the following Tables 2 - 1 1 , which 
are organized with the following general structure (i) - (iv) (which goes from left to right 
in the tables). 

(i) The point estimate for the particular statistical characteristic is presented. 

(ii) The (absolute) margin of sampling error for the estimated value is reported. This 
value is computed as 2 x (the estimated standard deviation of the point estimator). Another 
way of expressing the same thing is to say that 

estimated value ± margin of error (5) 

yields an (approximately) 95% confidence interval for the characteristic under consider
ation. The reported margins of error were computed as follows; 

Margin of error = 2 ̂ (estimator) ( 6 ) 

where the estimate V(estimator) of the estimator variance was computed as described in 
Section 5. 

(iii) The value of the relative margin of (sampling) error is presented, computed as; 

D i »• £ Margin of error ,n^ 
Relative margin of error - 1 i (7) 

Estimated value 

(4) "Guestimates" of the margins of sampling errors are presented, and their computations 
are based on simplifying assumptions, notably the following one; 

The total sample of individuals from a prefecture, as well as that from 
a province, is regarded as a simple random sample of individuals. (8) 
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The computation formulas for the "guestimates" of the margins of sampling errors are 
presented in Section 5, where we also introduce another simplifying assumption. There are 
two reasons why the "guestimates" are of interest 

(i) As has been stated, the sample of individuals from a prefecture is a cluster sample, with 
VGs as clusters, and not a simple random sample. Under assumption (8), one disregards 
possible correlations between observations which emanate from the fact that individuals 
within a VG may behave more similarly than individuals in a totally random sample from 
the prefecture. However, there is reason to believe in fairly strong intra cluster correla
tions at least for some of the variables under consideration. One can surmise fairly strong 
correlations for variables which relate to contraceptive method, while it is reasonable to 
believe that events as births are weakly correlated within VGs. When such intra cluster 
correlations prevail, the assumption (8) leads to under-estimation of the sampling errors, 
i.e. to too "optimistic" error estimates. Comparison of actual sampling errors and those 
under assumption of simple random sampling (with the same sample size of individuals), 
often made via the notion of design effect, give information on the intra cluster correla
tions, and thereby on the efficiency of the sampling design. 

(ii) As stated before, until recently no empirical MIS data have been available and in lack 
of such, needed judgements could only be made on the basis of assumptions, and the ass
umption (8) has been employed (i.a. in KINASTAT 1988:2 and KINASTAT 1990:1). 
Since "guestimates" have been used in earlier MIS considerations, it is of interest to see 
how good/bad they are. 

Table 2. Number of eligible women 1989 
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Table 3. Number of eligible women who use contraceptives 1989. 

Table 4. Number of eligible women who used IUD 1989. 
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Table 5. Number of children born 1989. 

Table 6. Contraceptive prevalence among eligible women 1989. 
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Table 7. Proportion IUD users among eligible women 1989. 

Table 8. Crude Birth Rate (CBR) 1989. 

*) Recall the comments on page 6 concerning possible data deficiencies. 
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Table 9. General Fertility Rate (GFR) 1989. 

Table 10. Index of change in the proportion of IUD users between 1988 and 1989. 

*) Recall the comments on page 6 concerning possible data deficiencies. 
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Table 11. Index of change in Crude Birth Rate between 1988 and 1989. 

*) Recall the comments on page 6 concerning possible data deficiencies. 

4.3 Discussion 

The main interest of the numerical findings which are presented in the above tables is that 
they provide information on the magnitude of the sampling errors for estimates of pre
fecture characteristics as well as of province characteristics. To facilitate overview, we give 
a compilation in Table 12 below, where average relative margins of errors for prefectures 
are presented together with the corresponding relative margins of error for the province. 
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Table 12. Compilation of relative margins of sampling error. 

As regards the relation between the relative margins of sampling errors for the same char
acteristic on prefecture level respectively on province level, the following rule of thumb 
can be advocated, and arguments for it are given in Section 5.3. 

Relative margin of error for an estimated characteristic for a province ~ 

_ Relative margin of error for the characteristic for a prefecture .„. 

J Number of prefectures in the province 

""Liaoning" contains 11 prefectures, and VTÎ—3.3. It is readily checked that the empirical 
findings comply quite well with (9). 

The material in the Tables 2-11 also allows judgement of intra cluster correlations. 
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- Table 7 shows that high intra-cluster correlation prevails for "IUD use". The "guesti-
mates" of the margins of sampling error are "optimistic" with a factor 2 to 3. Table 6 
shows that the situation is similar for contraceptive prevalence in general, but less 
pronounced. 

- Tables 8, 9 and 11 show that intra-cluster correlations as well as correlations over time 
(cf. Section 5.2.3) for births are practically negligible. "Guestimated" sampling errors 
for birth rates and change in birth rate lie quite close to the actual values. 

- The discrepancies between "guestimated" and actual margins of sampling error which 
are exhibited in Tables 2 - 5 can, presumably, be ascribed to a combination of intra 
cluster correlations and the fact that population sizes vary considerably between VGs. 

- Table 10 exhibits "guestimated" values which are too "pessimistic". This phenomenon 
depends, presumably, on strong temporal correlations together with the fact that the 
MIS VG-samples act as "panels" over time (and panels improve precision for estimates 
of change). As stated in Section 5.2.3, the "guestimates" are based on the assumption of 
no temporal correlations. For births it is reasonable to believe that also temporal corre
lations are low, and Table 11 shows that the "guestimates" work quite well for estima
tion of the sampling errors for change in birth rates. 

A more general impression from the empirical findings is as follows. Even if some of the 
actual sampling error estimates are larger than indicated by previous "guestimates", the 
estimation precision for proportions and rates for prefectures are within "reasonable" limits 
(having a relative margin of error of some 5-15%). However, judgement of estimation 
precisions along the scale "good - bad" is a complex task, which involves consideration of 
many aspects; the decisions to be based on the statistics, budgetary matters, etc., to men
tion some of the more important ones. 

5. Computation formulas 

In this section we shall specify the formulas that were used in the computation of the 
numerical findings in the Tables 2 - 1 1 . We start with specifications of the point estima
tors, which are more formal than those given in Section 3. 

5.1 Formal specification of the point estimators 

5.1.1 The basic types of statistical characteristics for the MIS surveys 

The following notation is used for prefectures as well as provinces. Let 

D denote a group of interest (e.g. eligible women), 

E denote an attribute group (e.g. sterilized persons), 

a(D) = the number of individuals in the group D, (10) 

a(EnD) = the number of attribute-E individuals in group D, (11) 
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the proportion of attribute-E individuals in group D. (12) 

With the above exemplification, p(E;D) stands for the proportion of "sterilized, eligible 
women". Let 

H denote some event during a specified period (e.g. a child birth during 1989), 

the number of H-events which relate to group D , (13) 

the rate/frequency of H-events in the group D. (14) 

Indices of change are denoted as follows, where 0 and 1 refer to different time periods; 

(15) 

5.1.2 Point estimation for prefectures 

Consider a fixed prefecture, and set; 

M = total number of VGs (= village groups) in the prefecture, (16) 

m = number of sampled VG:s in the prefecture. (17) 

The letter v is used to index the sampled VGs within a prefecture and, hence, v runs over 
v=l,2,...,m. Observed total numbers in sampled VGs are denoted by capital A:s; 

AV(D) = number of individuals in group D in sample VG no v, v=l,2,...,m, (18) 

Av(EnD) = number of attribute-E individuals in group D in sample VG no v, 
v=l,2,...,m. (19) 

Av(HnD) = number of H-events relating to group D in sample VG no v, 
v=l,2,...,m. (20) 

In accordance with (1), totals numbers, proportions, rates and indices of change for the 
prefecture are estimated according to (21) - (24) below, where "hats" ( A ) indicate estima
tors. The estimators in (21) - (24) are formal versions of those which were stated in Sec
tion 3. 

(21) 

(22) 

15 



(23) 

(24) 

5.1.3 Point estimation for provinces 

As stated before, the sample from a province is viewed as a stratified sample with the 
prefectures as sampling strata. Let 

K = the number of sampling strata (= prefectures) in the province. (25) 

The letter k is used to index prefectures within a province and, hence, k runs over k=l,2, 
...,K. M^ and mk denote the total number of VGs respectively the VG sample size in pre
fecture no k. In the province context we let a(D), a(EnD) and a(HnD) denote the numbers 
within the province, while \(D), ^(EnD) and \(HrD) denote the corresponding numbers 
for prefecture no k, k=l,2,...,K. Similarly, p(E;D) and f(H;D) denote proportions and 
rates/frequencies in the province, while the corresponding quantities for prefecture no k are 
denoted by pk(E;D) and fk(H;D). As before v indexes sampled VGs. 

Total numbers, proportions, rates and indices of change for provinces are estimated as 
stated in (26) - (30) below, and again the formulas only formalize the estimators which 
were stated in Section 3; 

(26) 

(27) 

(28) 

(29) 

(30) 
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5.2 Estimation of margins of sampling errors 

5.2.1 Variance estimation for estimates of prefecture characteristics 

The variance estimators which were inserted in (6) were computed by the variance for
mulas which emanate from the following assumption (31) about the probabilistic structure 
of the sample. Note that (31) complies with (1), and means a specialization of it. 

The VG sample from a prefecture is a simple random sample of VGs. (31) 

The assumption (31) can of course be questioned on the ground that the samples of VGs 
from the prefectures were drawn by systematic sampling. As is well known, the issue of 
variance estimation for systematic sampling is complex. However, under the assumption 
that variable values appear as fairly randomly ordered in the sampling frame, systematic 
sampling and simple random sampling are probabilistically equivalent. We do not have 
good enough knowledge of the sampling frame ordering to make sure judgement on this 
point, but we believe that the simple random sampling assumption is sufficiently realistic. 
We therefore resort on the common practice to base the variance estimations for systematic 
sampling on the assumption (31). Moreover, the figures in Table 1 justify the following 
simplification; 

Sampling fractions are so small that finite population correction factors can be 
disregarded. (32) 

Thereby the variance estimation problem is brought back on the situation of estimating va
riances for estimators at cluster sampling with simple random sampling of the clusters. 
This problem is treated in most books on sampling theory, and a possible source is Coch
ran (1977), Chapter 9. However, even if we rely on well-known results we list, for the 
sake of completeness, the precise versions of the computation formulas which were 
employed. The following notation is used. For a set of sample values X=(Xt, X ,̂ ..., X.J, 
the corresponding ("ordinary") sample variance is denoted as follows, where X denotes 
sample mean; 

(33) 

Estimation of variances for the estimates of total number within the prefecture, a(D), 
a(EnD) and a(HnD), was carried out along the following lines; 

(34) 

The estimators in (29) of proportions and rates are of ratio type. The usual "Taylor app
roximation formula" for the variance of a ratio variable leads to the following variance 
estimation formula in the p-case, and the f-case was treated quite analogously; 
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(35) 

The estimators of change in (30) are of double ratio type. By applying Taylor approxima
tion for this kind of estimator one arrives at the following variance estimation formula (36) 
in the p-case. Again, the f-case was treated quite analogously. 

(36) 

In full the formula (35) appears as follows, and (36) can be written quite analogously; 

(37) 

Note the following aspect on (37). When computing the variance S2 in (35) one only gets a 
"sum of squares" contribution and no "square of sum" contribution, due to the following 
relation; 

(38) 

5.2.2 Variance estimation for estimates of province characteristics 

Here we let Ak denote the collection of total numbers for the sampled VGs in prefecture 
no k, i.e. Ak = (A,̂  ; v = l,2,...,mk). By employing (31) together with the fact that 

The VG samples from the different prefectures are drawn independently of 
each other, (39) 

estimators of the variances for estimators of province characteristics are obtained by well-
known generalizations to the stratified sampling case of the previous results for prefectures. 
Again, Chapter 9 in Cochran's book is a possible source. The formulas are listed below, 
and the "missing" formulas are quite analogous to the listed ones. 

(40) 
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(41) 

(42) 

Note the following. In formulas (41) and (42), a(D) and a(EnD) are the province estimates. 
Moreover, in this case there are no counterparts to (38), and accordingly the variances in 
(41) and (42) can not be computed by "simplified variance formulas" as in (37), they have 
to be computed by "full" variance formulas. 

5.2.3 Computation of the "guestimates" of the margins of sampling error 

The "guestimate" formulas refer to the case specified by assumption (8), i.e. the case with 
simple random samples of individuals from the prefectures, with sample sizes as listed in 
Table 1. Also here we disregard finite population correction factors. For a simple random 
sample of size n from a population of size N the following formulas hold, and again we 
refer to e.g. the book by Cochran, notably Chapters 2 and 3. "Missing" formulas are paral
lel to the listed ones. RME = (theoretical) relative margin of error. 

(43) 

(44) 

(45) 

To get a "guestimate" formula for the RME of indices of change, one also has to make 
assumptions on the correlation between observations for different years. On this point we 
employ the assumption that attributes and events occur independendy of each other for 
compared years. (The realism of this assumption can of course be questioned, as can as
sumption (9).) Then the following holds; 

(46) 
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The numerical values for the "guestimates" which are reported in Tables 2-11, were 
derived by substituting the theoretical quantities in (43) - (46) (N, a(D), p(E;D), etc.) by 
the corresponding estimated values. 

5.3 Comments on the formula (9) 

We shall here give some heuristic justification for the rule of thumb which was stated in 
(9). The basic ingredient in the arguments is that estimates from different prefectures are 
independent of each other. The technical argumentation differs somewhat for different 
characteristics, but we confine ourselves to the case with proportions. Upon some thought 
it is realized that die estimator in (29) can be approximately expressed as follows; 

(47) 

Now, as die samples from the different strata are drawn independendy of each other (see 
(39)), die sum in (47) is a sum of independent estimates. Hence, by well-known rules for 
variances; 

(48) 

Under die premise tiiat conditions in die prefectures are "fairly similar", the terms in (48) 
are "fairly equal" and (48) simplifies as follows; 

(49) 

By taking square roots of both sides in (49) the formula (9) is obtained. 
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