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     In this paper, we look at how paradata, which we define below, might be used after the 

completion of a survey and how such use may be constrained or enhanced by the nature of that 

paradata.  In a companion paper at this conference1 Francois Laflamme looked at how to better 

manage a survey by using paradata to intervene or at least judge the survey‟s operational success.  

There was also a presentation2 by Mick Couper of the University of Michigan (who coined the 

word „paradata,‟ some years ago). From Mick we heard how to use paradata adaptively to better 

achieve a survey‟s key inference objectives during execution.  Such so-called adaptive 

approaches may be powerful, when the relationship between the available paradata and the 

survey goals is well understood. 

     Paradata are of two types: (1) process data recorded as a by-product of the work to conduct a 

survey (e.g., call records, interview length, missing data codes, etc.) and (2) context data that are 

obtained separately or with a specifically targeted effort.  The first type is what LaFlamme and 

Couper and most other practitioners consider paradata. The second type of “paradata” is an 

extension of the terminology to include data not collected in the original survey but which can be 

linked to the sampled units and used after the fact during survey inference.3  Although the latter 

type of paradata is independent of the measurement process, the former may be influenced in a 

variety of ways by the decisions in the measurement process that cause action to be taken.  We 

explore a general approach for using both types, individually and in combination. 
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 Examples might be characteristics of sampled addresses obtained from county real estate records and the 
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Basic paradata inference expressions 

     From the inception of modern probability sampling there has been a division between 

sampling and nonsampling errors.4
 The early emphasis was on sampling errors and thus sample 

design characteristics were what received most attention.5
  Until recently this emphasis remained; 

but, no more; considerations of sample design are giving way to a fuller use of paradata in our 

sense.6
   

     Ideally, paradata could be brought to bear on estimation or inference problems, in a way to 

accounts for the effects of the measurement process on the estimation.  We know how to do this 

analytically already for sampling variables (e.g., weights). We still lack, though, the practice of 

regularly doing this for paradata more generally; hence the reason for this paper. Much of what 

we do with paradata remains at the descriptive stage where we use words not deeds at inference. 

     One way of conceptualizing the survey inference setting is in terms of the following iconic 

estimation equation of the random variables Y that we wish to make inferences about: 

EY= f(X, Z) + Є, where 

   “EY” is, in standard notation, the expected value of the vector Y over repeated surveys,  

   “X” is a vector of subject matter variables commissioned by the client for the data collection,  

   “Z” is a vector of paradata which are usually under the control of the survey practitioner, and  

   “Є” is a measure of model error, i.e., the difference between EY and f(X, Z). 

     The term “e,” which does not appear in the above expected value equation, is, in the in usual 

notation, a statistical error (e.g., due to sampling), and such that Ee = 0. In general Є will not be 

such that Є equals 0.  Unless Є is small and orthogonal to f(.) any resulting estimates of f(X, Z), 

say by least squares, may be so biased as to be misleading  
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     Deming‟s name for Є is model failure. He would argue, as do we, that in the words of Box all 

models are flawed, but some are useful. What is new here? Formerly statisticians set out to solve 

an estimation problem where in place of f(X, Z) we used g(X). The expression g(X) assumes that 

the data producer is able to “throw over the wall” a dataset for which the measurement effects, 

including nonresponse, have been integrated out.7 We prefer the humbler formulation f(X, Z) in 

part because it reflects our realization that, in a given analysis problem, the client researcher may 

have special knowledge that can be brought to bear, if he or she were given the variables Z. 

Implicitly in this approach we are envisioning an ongoing interaction between the data producer 

and data analyzer, where the traditional walls between roles fall away. We would go further and 

do so later in urging this of the community, not just its individual members     

      We argue that the formulation g(X) is not rich enough to allow us to bring our knowledge of 

the total process to bear, to use our “systems thinking,” as Deming has advocated. If Z is 

associated with Y and X, then the inclusion of Z in the estimation process may add value through 

bias reduction (smaller absolute Є) or increased sampling efficiency or both.  Note if Є remains 

large after modeling (with Z included), then we still have not understood the process very well 

and rethinking, including experimentation, would be warranted.  The choice, too, of what to 

observe and measure, what Z looks like, is in many settings an open issue.  

     A very important set of questions concerns how the functional “f” is specified and how the 

components of Z are defined.  A “non-theory” approach to f, such as regression8 has value both 

as an exploratory device and as a test of robustness.9  A theory based approach to f and the 

choice of Z, perhaps using principles of cognitive psychology or economics, could be much 
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more powerful.  But much work remains to be done to define such approaches.  In addition, the 

collection of paradata is still at a “handicraft” level.  Work is needed to define robust measures 

that are theoretically appropriate.   

     It is important that such Z measures be maximally compatible across time for a given survey 

and comparable across different surveys and survey organizations.  Underlying this observation 

is the notation that we will engage ultimately in a meta-analysis across practice as one way to 

speed up the rate of improvement. Most likely, this evolution will have an iterative quality, to 

begin with -- we use available paradata to understand the inference limitation of that paradata in 

order to develop still better paradata or its better use(a mouthful). 

     The paradata now common are often generated automatically as a consequence of the 

technological tools needed to support the operation of a survey -- for example, the computerized 

contact-attempt records that are commonly used to communicate what interviewers are doing to 

their managers.10
  In the effort to move beyond this level to a more considered scientific approach 

we mention three important factors, not all of which are obvious:   

 First, if the vector of paradata Z is to be collected successfully, it needs to be obtained 

in a way that only minimally burdens the process of data collection for X.  Otherwise, 

the content of the X data is likely to be subverted in a variety of ways, subtle and not-

so-subtle.   

 Second, it is particularly important to consider at a deep level what potential elements 

of Z actually get recorded about what “happened.” Events have many aspects, and 

those that are most salient (or conventional) for administrative purposes may not be 

the most useful for research or inference purposes. 

 Finally, it is important to recognize the ways in which the process itself shapes when 

measurements are made and to consider how that process might be incorporated into 

the information measured; for example, the belief that one respondent is more 

“difficult” than another may increase the amount of effort (and thus the amount of 

process data recorded), making it seem that such respondents are the most difficult 

ones, when they may not be.
11

 

     In addition to such traditional paradata, there is the possibility of paradata sources that can be 

linked to sample cases, like characteristics of  neighborhoods or specific sample addresses 
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(utility payments, real estate taxes, etc).   In the process of experimenting to develop more 

informative paradata, and we need to experiment in a big way here, many approaches should be 

tried.12  Sometimes simply capturing (and reading) interviewer comments, to describe context, 

will be needed to develop a more refined sense of the narrower measures that are appropriate, but 

which we may have to develop later.  

Some Examples and Concerns about Paradata 

     It seems worthwhile to show at least a few examples of how the use of paradata can operate in 

an inference, rather than just an operational setting. And we have done this here. 

      Analysis of nonresponse using paradata has been increasingly common in light of recent 

emphasis on identifying and minimizing nonresponse bias in surveys.  If measurable variables 

can be found that separately identify causal factors in nonresponse, there is the possibility of 

reducing any nonignorable aspect of nonresponse.  Sadly, so far in our practice we have not 

found a strong working paradigm13 and so cannot, despite high hopes, offer more than the usual 

injunction to “try harder and smarter.” 

     As noted earlier, process data may be contaminated by the choices that lead to the generation 

of such data, unless the choice process can also be captured as a part of the paradata.  Context 

data may be available from the original frame or from variables matched to the sample of eligible 

respondents or the context of the potential respond.  Be warned , however, that while variations 

in nonresponse across neighborhoods is important, it certainly seems true that often intra-

neighborhood variation is more important than is inter-neighborhood, suggesting that address 

level rather than tract level, say, might be more needed.   

     Characteristics of the respondent and nonrespondents can be powerful explanatory factors, 

but there are serious limitations in the availability of such data.  Setting aside timing, cost and 

feasibility issues such data collection is still governed by the rules for the treatment of human 
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subjects. For example, privacy concerns may limit the amount of matching that could take place 

without the explicit consent of sample members, which would normally be difficult to obtain, 

especially from nonrespondents.   

     Interviewers may be able to code specific context data, as was attempted by NORC 

interviewers in earlier years of the Survey of Consumer Finances (SCF).  However, in the SCF, 

such information collection was terminated because the inter-interviewer consistency of coding 

was too low and the act of capturing such information distracted many interviewers from their 

principal task, persuading respondents to participate and administering interviews to them.  

Despite this negative experience, there remain many possibilities for obtaining context data that 

have not yet been attempted. 

    Interviewer-level effects appear to be important in shaping the information collected in 

surveys.  However, one obvious source of information that might be brought to bear in gauging 

those effects has largely been ignored—that is, the information contained in the management 

information systems about the personal characteristics of interviewers.  Concerns about 

interviewer privacy are correctly raised, but it seems likely that a means can be found to address 

these concerns.  Some work has been done using information obtained from surveys of 

interviewers for particular surveys.14
  

     In countries where substitution is allowed in the implementation of a sample, it seems 

essential to develop paradata sufficient to address what would otherwise be potentially 

nonignorable factors at play in the field decision to reject an original sample member and instead 

interview a substitute.  The substitute is “easier” in some sense than the original sample element; 

do they also differ in terms of characteristics that affect the observed distribution of the data?  An 

additional reason to collect substantial paradata in surveys that allow substitution is to ensure that 

discipline can be imposed on field staff in deciding how and who to pursue as a substitute.  

Substitution is frequently used in some European and Asian countries, but our experience is 
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mostly limited to the experiences in Armenia and Spain.15
  A conference on this single topic 

might be worthwhile. 

     An extremely important determinant of the quality of a survey is the degree of consistent 

engagement there is of a person or small group of persons throughout the various stages of 

design and measurement.  Management structures can have enormous effects on measurement.  

To our knowledge, the closest the profession has come to recognizing the importance of such 

information is the earlier literature on “house effects.”  For us to improve as a community of 

practitioners, efforts should be made to identify important aspects of management that can be 

examined in meta-analysis later. 

                                                           
15

 Mushtaq, A. and Scheuren, F. (2009) “Weight adjustment for substitution of nonrespondents in household 

surveys.” Unpublished draft.  


