


R & D Report 1996:3. Regression estimators in theory and in practice / Tomas Garås 
Digitaliserad av Statistiska centralbyrån (SCB) 2016. 
 
urn:nbn:se:scb-1996-X101OP9603 

 

INLEDNING  

 
TILL 

 

R & D report : research, methods, development / Statistics Sweden. – Stockholm : 

Statistiska centralbyrån, 1988-2004. – Nr. 1988:1-2004:2. 

Häri ingår Abstracts : sammanfattningar av metodrapporter från SCB med egen 

numrering. 

 

 

 

Föregångare: 

Metodinformation : preliminär rapport från Statistiska centralbyrån. – Stockholm : 

Statistiska centralbyrån. – 1984-1986. – Nr 1984:1-1986:8. 

 

U/ADB / Statistics Sweden.  – Stockholm : Statistiska centralbyrån, 1986-1987. – Nr E24-

E26 

 

R & D report : research, methods, development, U/STM / Statistics Sweden. – Stockholm : 

Statistiska centralbyrån, 1987. – Nr 29-41. 

 

Efterföljare: 

Research and development : methodology reports from Statistics Sweden. – Stockholm : 

Statistiska centralbyrån. – 2006-. – Nr 2006:1-. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



Regression Estimators 
in Theory and in Practice 

Tomas Garås 

R&D Report 
Research - Methods - Development 

1996:3 

S
ta

tis
tis

ka
 c

en
tr

al
b

yr
ån

 
S

ta
tis

tic
s 

S
w

ed
en

 



Från trycket November 1996 
Producent Statistiska centralbyrån, utvecklingsavdelningen 
Ansvarig utgivare Lars Lyberg 

Förfrågningar Tomas Garås 
tel 08-783 49 57 
telefax 08-783 48 12 

© 1996, Statistiska centralbyrån, Box 24300, 104 51 STOCKHOLM 
iSSN 0283-8680 

Printed November, 1996 
Producer Statistics Sweden, Department of Research 

and Development 
Publisher Lars Lyberg 

Inquiries Tomas Garås 
telephone +46 8 783 49 57 
telefax+46 8 783 48 12 

© 1996, Statistics Sweden, Box 24300, S-104 51 STOCKHOLM, Sweden 
ISSN 0283-8680 



— 1 — 1(76) 

1996-11-01 

REGRESSION ESTIMATORS IN THEORY AND IN PRACTICE 

Statistics Sweden, AM/UTV, Tomas Garås 

ABSTRACT : 

Regression estimators are often an effective way to use auxiliary information. 
There are several registers and censuses at Statistics Sweden that could be 
used as sources of auxiliary information. 

The regression estimator is in theory very efficient for estimates of levels. 
For the SRS-design you get 

where z is the auxiliary variable in the frame. The variance-efficiency is then 
[l - p^l compared with the usual SRS-estimator. 

The main problem discussed in this paper, is that estimators of change (such 
as ratios or differences between regression estimators of levels) do not 
uniformly have the good properties as described above in the case of levels. 

Other problems discussed in this paper are, what happens with the regression 
estimates in practice when you have non-sampling errors as non-response, 
overcount and so on? 
Or what happens when the estimate of the coefficients of regression are 
unstable? 
Will the theoretical properties remain in practice? 

This paper will deal with these problems along with practical examples from 
a survey at Statistics Sweden. 
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1996-11-01 

REGRESSION ESTIMATORS IN THEORY AND IN PRACTICE 

Statistics Sweden, AM/UTV, Tomas Garås 

1. INTRODUCTION 

Regression estimators are in theory and often in practice very efficient when 
there is good auxiliary information available. 

More and more auxiliary information are becoming available at Statistics 
Sweden, for example the traditional registers for statistical purposes, 
censuses made at Statistics Sweden and external registers not for statistical 
purposes but never the less useful. 

The ordinary sample designs at Statistics Sweden are stratified (one-stage) 
SRS with the usual expansion estimators. The efficiency of these estimates 
can often be greatly improved with help of auxiliary information through 
regression estimators. 

This study will be in two blocks, regression estimators in theory and in 
practice. Both estimators of levels and of changes will be considered. 
The theoretical situation is briefly when there are no disturbances as non-
response, frame problems and so on from nonsampling errors and the 
variance properties are known. 
The practical situation is when the survey is actually done with usual 
disturbances from nonsampling errors: 

— A design not fit for regression estimates. 
— The stability of the estmates of the coefficients of regression. This can 

be considered as the classical problem of regression estimates. 
— Non-response, frame problems and so on. 

So, the question is, what happens with the regression estimates (practical 
situation) versus the theoretical case according to properties as expectation 
value right (EVR), variance and variance efficiency compared to the ordinary 
expansion estimators ? 

In the case with regression estimators of changes with the efficiency 
compared to the usual ratio estimator the picture is more unclear than the 
case with estimators of levels. These are uniformly very efficient for 
regression estimators. This is not the case for estimators of change and also 
the formulas with regression estimators are very messy here. 
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The efficiency properties of the estimators of changes versus the ordinary 
ratio estimators will be dealt with in this paper. 

Practical examples will be given from a survey of retail business at Statistics 
Sweden that will illustrate both the power and the problems with regression 
estimates. Both estimates of levels and changes will be illustrated as well as 
the usual estimates. 

The following persons have contributed to this paper: 
Kajsa Lindeli (AM/UTV) has looked over the English. Esbjörn Ohlsson and 
Patrik Öhagen (ES/SES) have given advise concerning section 4.1.1, 
Correlation matrix. 

2. PRELIMINARIES 

The design will be stratified (one-stage) SRS (STSRS) with complete panels 
over time and the population under study will be non-dynamic. A non
dynamic population has no in- or outflow of objects over time and this will 
also be valid for the strata populations. It will often be enough to study 
various properties for the SRS design. 

Population- and sample notations will be as below. 

Design for all time periods under study. 

x' variable under study, time period t. 
z' auxiliary variable, time period t. 

t time period under study 
h stratum 

Q{NH) Population with Nh objects, stratum h. 

s(nh) Sample with nh objects, stratum h. 
The formula notations are as follows for the design STSRS. 
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A. ORDINARY EXPANSION ESTIMATOR FOR LEVELS/TOTALS. 

with the variance 

where 

B. SEPARATE REGRESSION ESTIMATOR FOR LEVELS/TOTALS. 

with the variance 

where the estimator of the 

coefficient of regression is 

and the coefficient of correlation is 

C. ORDINARY COMBINED RATIO ESTIMATOR FOR CHANGES. 

with the variance 

where R = Y/X and the 

covariance is 



— 6 — 

D. REGRESSION COMBINED RATIO ESTIMATOR FOR 
CHANGES. 

with the variance 

where the covariance is 

E. DOUBLE RATIO ESTIMATORS. 

The case with the double ratio estimators will only be dealt with briefly, but 
the formulas will be given in section 4.1.3 . 

Ordinary estimator: 

Regression estimator: 

Here four arbitrary auxiliary variables are possible. 

The formulas for the design SRS follows from the design STSRS given 
here. 

Proofs here and onwards will be given in APPENDIX. 
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3. REGRESSION ESTIMATORS OF LEVELS 

3.1 THEORY 

The separate regression estimator for levels with the design STSRS is 

as mentioned earlier. 

Without further loss of generality the SRS design can be studied, 

with the variance 

The expected value of Yreg conditioning on is expected 

value right. The unconditioned expected value of f have a bias of order 
reg 

1/n. The bias of the sampling error is of order If 

the variance is exact ( $yz is the true coefficient 

of regression). 

Then for large samples and with the variance 

The efficiency of the regression estimator will be compared versus the 
ordinary expansion estimator. With the SRS design you get 

is the variable under study and z the auxiliary 

variable), which makes the regression estimator very efficient if the 
coefficient of correlation, p , is large and it is always true that 

The efficiency is illustrated below. 
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As can be seen a correlation of at least 0.70 makes the regression estimator 
very efficient compared with ordinary estimator. 

So, what then happens in practice ? 

3.2 PRACTICE 

In practice, as always when a survey is actually done, there are a lot of 
disturbances on the theoretical properties from non-sampling errors as for 
example non-response, overcount and so on. 
With a regression estimator there are to begin with in the theoretical 
properties slight biases in the estimator, its variance and the variance 
estimator; which biases are small with a proper large sample design. One 
practical problem is then a non-fit design. 

The main problem is when the estimates of the coefficients of regression are 
unstable. As the formulas are conditioned on these estimates, they must be 
stable enough to make the formulas approximately right. This is the hard core 
if the regression estimates are sufficient or not. 

That is, in practice disturbances occur on the theoretical properties that leads 
to biases and reduction of efficiency in the estimates. Non-sampling errors 
can also lead to stochastic errors with likewise efficiency reduction. 

Below the following points are described when a regression estimator is used 
in practice : 

3.2.1 Non-fit design. 
3.2.2 Unstable estimates of coefficients of regression. 
3.2.3 Overcount and undercount objects with respect to the 

auxiliary information. 
3.2.4 Non-response. 

Hold the following formulas in mind, the regression estimator of levels for 
the SRS design : 

with the variance estimator 

y is the variable under study and z is the auxiliary variable. 
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3.2.1 NON-FIT DESIGN 

The regression estimator is a large sample formula, that is for sufficiently 
large samples the estimates and their variance estimates are approximately 
expectation value right. Since the bias of the sampling errors is of order 
V i— , a sample of at least 100 objects is needed both for the SRS design 

and the STSRS design . In practice many domains contains less than 100 
objects in the sample, especially in enterprise statistics. It is mostly in 
enterprise statistics that there are good auxiliary information available. 

With too few objects in the sample the regression estimator does not work 
but mostly with sample sizes over 50 objects it does as will be illustrated in 
the practical examples in section 5. 

With few objects in the sample and a STSRS design some of the strata will 
contain very few objects according to optimal sample allocation. With non-
response and perhaps some overcount objects the regression estimates in 
these strata will be merely nonsense. What causes this will be discussed 
below. 

3.2.2 ESTIMATES OF COEFFICIENTS OF REGRESSION 

The classical problem of regression estimates are the stableness of the 
estimates of coefficients of regression. 

An extreme case is for example with a sample of two objects. This always 
leads to an estimate of the coefficient of correlation equal to one (a straight 
line can always go through two points), with an estimated variance equal to 
zero. As mentioned above this can occur in small sample strata in the STSRS 
design. 

What is used here, is the separate regression estimator with an estimate of the 
coefficient of regression, bhyz , in each stratum. This is the most efficient 

regression estimator for a proper design. 
Also large sample estimators, but more robust for lesser sample sizes, are the 
combined regression estimator (a combined estimate of the coefficient of 
regression weighted from individual strata coefficients) and the separate ratio 
estimator for levels (the combined ratio estimator for levels is of course even 
more robust). 
Still another alternative in time-series surveys is to estimate the coefficient of 
regression in the separate regression estimator by a model. The model can for 
example be that the coefficients of regression are stable over time, but that 
they in each time period are unstable estimates. Time series information can 
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then by a model-dependent estimate produce stable coefficients. If the model 
is eligible this is a good solution for "small" large sample designs and if not 
the other estimators mentioned earlier,which use auxiliary information, are 
suitable. 

3.2.3 OVERCOUNT AND UNDERCOUNT OBJECTS WITH 
RESPECT TO THE AUXILIARY INFORMATION 

Objects within the frame that do not belong to the population are called 
overcount objects. When estimating a total these objects will have a zero 
value. For the ordinary expansion estimator this will lead to a larger variance. 
The auxiliary information exists for all objects in the frame. In practice this 
means that that an overcunt object can have a non-zero auxiliary variable 
value. Also, the objects in the frame which belong to the population can miss 
auxiliary information which means a zero value of the auxiliary variable. 

All this leads to reduction in efficiency of the regression estimator by the 
resulting smaller coefficient of correlation and hence the variance. 

3.2.4 NON-RESPONSE 

Non-response is more critical for the regression estimates than the ordinary 
estimates since the non-response can "ruin" the estimates of the coefficients 
of regression and correlation. As previously mentioned small strata samples 
with non response can lead to mere nonsense. 

That is, the ordinary expansion estimates are more robust for non response 
errors than the regression estimates. Also, imputation methods become more 
complex for the regression estimates because of the more complex estimator. 
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3.3 CONCLUSION ON PRACTICAL PROBLEMS 

a. Conclusion on practical survey problems, which always occur more or 
less, is that more complex estimators are more sensitive to disturbances from 
non-sampling errors. 

b. To use a more complex estimator the practical problems shall be relatively 
small and the more complex estimator shall produce significantly more 
efficient estimates. 

c. Often, but not always, it is possible to use regression estimates for levels in 
the surveys of Statistics Sweden. 

d. The use of regression estimators and other estimators that uses auxiliary 
information is surprisingly low just now at Statistics Sweden. 

e. If the practical problems with the non-sampling errors are too large to use 
complex estimators who uses auxiliary information, it is possible to use the 
more robust (to non-sampling errors) ordinary expansion estimators. The 
auxiliary information can then be used for alternative stratification, non-
response treatment, modelling and so forth. 

But; 
with few non-sampling errors, a proper large sample-design anda good 
auxiliary variable the regression estimator of level is very efficient compared 
to the ordinary expansion estimator! 
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4. REGRESSION ESTIMATORS OF CHANGES 

Regression estimators of changes, such as ratios or differences between 
regression estimators of levels, don't uniformly have the good theoretical 
properties as for regression estimators of levels. Also, the formulas here are 
messy and not so easy to penetrate. This will be dealt with here. 

In the surveys of Statistics Sweden there are always both estimates of levels 
and changes. For short time surveys (monthly, quarterly for example) the 
estimates of changes are the most important. In yearly surveys it is the 
opposite. Often the estimates of changes are calculated as a by-product of a 
design suited for the estimators of levels. 

4.1 THEORY 

The regression estimator of change with the STSRS design is 

with the variance 
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The properties of this variance is shown better, and without loss of 
generality, for the SRS design: 

The ordinary estimator of change, has in the above fashion the 

variance 

Then, what happens with the efficiency of the regression estimator of change 
compared with the ordinary estimator of change ? 

y and x are variables of study for time periods 1 and 0, respectively. 
z and m are auxiliary variables for time periods 1 and 0, respectively. 

Another thing is that the coefficients of correlation can't vary freely since 
they are pairwise dependent. 
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4.1.1 CORRELATION MATRIX 

The definition of a covariance matrix gives a clue how the correlation 
combinations can vary when the coefficients of correlation are pairwise 
dependent. 

Feller II (see reference 4), pages 82-83: " the covariance matrix of any 
nondegenerate probability distribution is positive définit". 

Marsden & Tromba (see reference 10), pages 211-212: "n x n symmetric 
matrix B. Consider the n square submatrices along the diagonal. 

Then B is positive definite (that is, the quadratic function associated with B is 
positive definite) if and only if the determinants of these diagonal 
submatrices are all greater than zero". 

Then the covariance matrix must be greater than zero, 

in our case is 
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According to above (Detp > 0 and all diagonal subdeterminants > 0 ) you get 
the following criteria for how the pairwise dependent correlations can vary : 

(i) 

(ii) 

(iii) 

(iv) 

The criteria for permitted correlation combinations are as the variance 
formula for the regression ratio estimator of change quite messy, but never 
the less useful. 

4.1.2 EFFICIENCY OF REGRESSION RATIO ESTIMATOR 

The efficiency formula for the regression ratio estimator (with two arbitrary 
auxiliary variables and SRS design) compared to the ordinary ratio estimator, 
is from section 4.1 : 

and the correlation criterias above in section 4.1.1 tells us how the pairwise 
dependent correlation combinations can vary. 

Let's first study a more simple case when the auxiliary variables m and z are 
the same for both studied time periods, that is m = z . 
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As previous mentioned the regression estimator for levels is very efficient 
compared to the ordinary expansion estimator according to (with SRS 
design) from section 3.1 : 

The purpose here is to see when and if the regression estimator of change is 
efficient compared to the ordinary estimator of change. As seen from above 
the picture here is unclear and there is not the uniformly powerful result as 
for the estimator of levels. 

4.1.2.1 ONE AUXILIARY VARIABLE FOR BOTH TIME PERIODS 

The more simpler case when the auxiliary information are the same for both 
studied time periods, z = m, is the usual case for the short-time surveys 
(successive investigation periods less than a year) at Statistics Sweden. 
The efficiency formula is here (from the efficiency formula with two 
auxiliary variables at beginning of this section) : 

The correlation matrix is here 

and the criteria for allowed correlation combinations are according to section 
4.1.1 : 

0) 

(ii) 

(iii) 

Here are some examples of the efficiency of the regression estimator of 
change versus the ordinary estimator of change when the auxiliary 
information is the same, z = m, for both studied time periods. 
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A. TABLES 1 - 3: 

where y, x and z are 

variable of study time period 1, variable of study time period 0 and auxiliary 
variable (for both time periods), respectively. 
Shaded area in the tables are non-allowed p -matrix according to the 

/ \ 
correlation criterias 

TABLE A . l : 

TABLE A.2: 
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TABLE A.3 : 

As can be seen the regression estimator of change is not very efficient in this 
case compared with the ordinary ratio estimator, although 

Even if some extreme correlation combinations, for example 
(pyx,pyz,pxz) = (0.7,0.8,0.2), lead to good efficiency for the regression 

estimator, these combinations are rare and not very likely to appear in 
practice. For most short-time surveys, the situation pyz ~ pK exists and leads 

to Eff\Rregl z = m)~l . If the ratio estimator for levels are used for both time 

periods with the same auxiliary information z you get 

and the efficiency ,which means that 

the auxiliary information used two times cancels out completely, and this is 
what happens in lesser scale in the efficiency tables here. By the way, if 

The conclusions for the ratio regression estimator with the same auxiliary 
information used at both time periods (z = m), are that it is slightly more 
efficient for most correlation combinations, very efficient for a few extreme 
combinations but on the whole the auxiliary information cancels out when 
used twice. ( In practice the efficiency often are approximately one since 
pyz ~ pa are common.) 

This leads us to the more general case when the auxiliary information is not 
the same between the two time periods, z = m . If the above case, z = m, is 
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the situation similar to short-time surveys, the more general case, z = m, is 
more similar to the situation for yearly surveys. 

4.1.2.2 TWO AUXILIARY VARIABLES 

The efficiency formula to be studied here from the beginning of the section is 

where 

y is variable of study time period 1, x is variable of study time period 0, 
z is auxiliary variable time period 1 and m is auxiliary variable time period 0. 
The correlation criteria for allowed p -matrix are according to section 4.1.1 . 

As can be seen, the principal difference between the case z = m and z = m is 
the factor F, 

which is equal to one when z = m . 

If then that is 

is less efficient than since the denominator in both efficiency 

formulas are the same. Similarly if 

that is i is more efficient than 
Let us study correlation combinations where the factor F is less than one, 

since the efficiency picture of Eff\Rregl z = m) is known and less efficient in 

this case. Even if only positive correlations are studied in the tables, there are 
no restrictions on negative correlations besides the correlation criteria for the 
permitted correlation matrix. In practice though, positive coefficients of 
correlation will dominate. 

Here are some examples of the Eff\R ) (with factor F less than one) for 

different correlation combinations when it is supposed that 

This assumption of equality of the cross correlations is for simplicity of the 
tables and hopefully not to unrealistic in practice. 
But first, let's study values of the factor F for different correlation 
combinations. 
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B. TABLES 1 - 2 : 

TABLE B.l : 

TABLE B.2 : 
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These tables show us where the factor F is less than one, for which we shall 
study the efficiency of the regression ratio estimator with two auxiliary 
variables compared with the ordinary ratio estimator. From above we have, 

the opposite. 

C. TABLES 1 - 6 : 

where are the variables of study time 

period 1 and 0 and the auxiliary variables time period 1 and 0, respectively. 
Shaded area in the tables are non-allowed p - matrix according to section 
4.1.1 . 

TABLE C.1 : 

TABLE C.2 : 
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TABLE C.3: 

TABLE C.4 : 
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TABLE C.5 : 

TABLE C.6 : 

Conclusions on the efficiency of the regression estimator of change with 
different auxiliary information for two consecutive time periods compared 
with the ordinary ratio estimator will be given below, and also supplementary 
conclusions on the regression estimator with the same auxiliary information 
for the two time periods. 
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EFFICIENCY FORMULAS ACCORDING TO PREVIOUS: 

General case: 

Studied cases: 

It is provided in the inequalities and equality above that in 

The p - matrix is more bounded in the case 

That is, for the case is less or equal efficient than which 

means that the conclusions for are equal or worse tor the general case 
The main conclusion for the case is that is slightly more 

efficient than R, but on the whole that the same auxiliary information used 

twice cancels out and 

The interesting area where it is possible to find great efficiency for is 

then when \ 
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The conclusions for this case are : 

— The higher pyx the smaller is the allowed p - matrix area. For very high 

correlation between the variables of study, x and y, for example 0.9 or more 
the allowed p -matrix is almost nought. Here there is no use to deal with the 
regression estimator. 

— If pyx are more moderate, say 0.5 - 0.7, the picture looks better for 

efficiency gains for the regression estimator. 
For low cross correlations (between time periods; p ^ p ^ p ^ ) , high 

auxiliary variable correlations ( p ^ p ^ ) and moderate or low variables of 

study correlation (pyx) the higher is the efficiency gain for the regression 

estimator compared to the ordinary ratio estimator. 

— The situation studied here are similar to yearly surveys, consecutive years 
or longer intervals. Efficiency gains for the regression estimator ought to be 
possible between two consecutive years, say p^ = 0.7 or lower, 

p^ and pxm ~ 0.6 or higher and the cross correlations 
P,m>P,zandpOT - 0.4 or lower. 

The best situation for efficiency gains for the regression esrtimator ought to 
be for intermittent surveys, for example a yearly survey done each third year. 
Then pyx will be lower, say 0.5 with high auxiliary correlations 0.6 or more 

and low cross correlations, say 0.2 . 

— The main conclusion is that, if F < 1, p is moderate, the auxiliary 

correlations are high and the cross correlations between the time periods are 
moderate or low; there are great efficiency gains for the regression estimator. 
The conclusion for F > 1 is slightly better or worse efficiency compared to 
the ordinary estimator of change. 

If F < 1 there might be efficiency gains, sometimes great, for the regression 
estimator. 

If F>\ there is no use for the regression estimator. 

4.1.3 DOUBLE RATIO ESTIMATOR 

An even more complex case is for the double ratio estimator, which includes 
four regression estimators of levels and with four arbitrary auxiliary 
variables. The variance of this regression estimator explodes with correlation 
terms and regression estimator should be compared to the ordinary double 
ratio estimator. The efficiency formula will be given here, but this case will 
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not be further studied here although some conclusions maybe can be drawn 
from the former studied cases. 

1. DOUBLE REGRESSION RATIO ESTIMATOR : 

with parameter and variance 

Model assumption : All population coefficients of variation equal 
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2. DOUBLE ORDINARY RATIO ESTIMATOR : 

with the parameter and variance 

Model assumption: All population coefficients of variation equal 
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3. THE EFFICIENCY FORMULA is then 

The correlation matrix is here 

and the allowed p - matrix criteria for the pairwise dependent correlations 
can be calculated according to section 4.1.1, but we will stop the theory 
chapter here and continue with the practice. 
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4.2 PRACTICE 

Some general estimation problems was described under section 3.2, 
Practice/Levels. The following points where treated: 

— Non fit-design. 

— Unstable estimates of coefficients of regression. 

— Overcount and undercount objects with respect to the auxiliary 
information. 

— Non-response. 

These practical problems with respect to regression estimators for levels was 
considered more problematical than for the ordinary blown-up estimator, 
since the regression estimator with variance is a large sample formula and 
hence much more complex. 

If these practical problems are severe for the regression estimator of levels, 
they are even more problematical for regression estimators of change, which 
are even more complex large sample formulas. 
The conclusion that the ordinary estimator of levels is more robust with 
regard to these practical problems, will hold, but not to the same degree for 
the ordinary estimator of changes; since it also is a large sample formula. 

Below the following points will be discussed: 

4.2.1 Problems of estimation for complex estimators. 

4.2.2 Considerations on estimates of levels and changes for the same design. 

4.2.3 How much efficiency gains shall it be to to deal with much more 
complicated formulas ? 

4.2.1 PROBLEMS OF ESTIMATION FOR COMPLEX ESTIMATORS 

A general problem in the estimation procedure of complex estimators and 
their variances is that after practical modifications the estimator and the 
variance get different properties, for example a non-response treatment 
model, and it is easy to make mistakes with straightforward calculations 
without much afterthought. 
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One possible mistake is that the same parameters in different places in the 
variance are estimated for different subsamples which leads to the variance 
estimator not being coherent with the variance, which in turn can lead to that 
the variance estimate is less than zero in extreme cases. 
Another possible mistake is that one looks at the original plan of design and 
estimators and ignores the practical modifications made, for example a non-
response treatment model, which leads to non expectation value right 
variance estimates with respect to the modeling dealing with practical 
problems. 

There are solutions to these problems. Below will be given an example of the 
estimation problems of an complex estimator and their solutions. 

EXAMPLE OF PROBLEMS OF ESTIMATION FOR COMPLEX 
ESTIMATORS : 

We illustrate the problem mentioned above for the regression ratio estimator 
of change for the case with the same auxiliary information (z = m) at the two 
consecutive time periods.This is a special case of the formulas given in 
chapter 4.1 when z & m. We consider as before a complete panel design for a 
non-dynamic population and the design STSRS, which we illustrate for the 
SRS design which is enough to show the points. 

Planned design (for consecutive time periods 1 and 2) : 

x ; variable of study, time period 1. 
y ; variable of study, time period 2. 
z ; auxiliary variable for both periods. 

A. ESTIMATES FOR THE PLANNED DESIGN WITHOUT 
MODELING FOR PRACTICAL PROBLEMS 

Regression estimator of level at time period 1; 

and for time period 2; 

where the estimators of 

the coefficients of regression are 
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The variances for the estimators above are 

and 

and their estimators are 

and 

The estimators of the coefficients of correlation are 

The regression estimator of change is then with the 

variance 

which is estimated by 

The covariance is equal to 
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The estimator of this covariance then follows by 

( is based on the n sample objects as 

This is the estimation procedure without practical problems. 
So far no problems! 

What happens then with the estimation procedure after practical problems? 

We just consider non-response problems and assume the non-response 
treatment straight adjustment ("mean value imputation") with accordingly 
practical modeling. 

First, the design after response objects has changed from the original 
complete panel design to an overlapping design and second, how does the 
estimation procedure look like with this practical modeling? This will be 
described below. 
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Planned design: for time periods 1 and 2. 
x; var. of study, per. 1. 
y ; var. of study, per. 2. 
z ; aux. var., both periods. 

Design after 

non-response: 

s{nr ) = nr response 

objects in the sample 
at time period t. 
s(g) = s(nri)f]s(nr2) . 

B. ESTIMATES FOR THE PLANNED DESIGN WITH 
MODELING FOR PRACTICAL PROBLEMS 

Regression estimator of level at time period 1 ; 

and for time period 2; 

where the estimators of the 

coefficients of regression are 
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The variances for the estimators above are 

and 

and their estimators are 

and 

The estimators of the coefficients of correlation are 

The regression estimator of change is then with the 
variance 

which is estimated by 

The covariance is equal to 
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See APPENDIX ON PROOFS tha 

The estimator of this covariance then follows by 

where pyz and pxz are estimated as previous and 

This is the estimation procedure with practical problems. 
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Below this estimation procedure will be discussed and possible mistakes that 
can be made are pointed out. 

Mistakes that can be done with straight forward estimation, particulary the 
estimation of the variances, for complex estimators are listed below. The 
mistakes mentioned has been done by the author in his survey practice. 

— Ignorance of the overlapping panel design after non-response. 

— Reduction of the variance formulas not finished. 

— The same parameters (for example population-variances and coefficients 
of correlation) in different places in the estimates of the variance formulas 
can be estimated by different subsamples and ruin the consistency with 
the variances; for example negative variance estimates. 

SOLUTION: Look at the conditioned variance after non-response (or other 
non-measurement error models) and try to get the best variance estimator 
with the consistency of the variance properties retained. 

With variance consistency we mean v(© I allowed p - matrix) > 0 

We look at the example again. 

A. IGNORANCE OF THE OVERLAPPING PANEL DESIGN AFTER 
NON-RESPONSE 

Without afterthought the term 1/n may be replaced by 1/g or something else, 
that either makes the covariance after non-response too large or too small. 
The solution, above, comes from the conditioned theoretical solution of the 
covariance after the non-response-treatment-model and the overlapping panel 
design. 



— 37 — 

B. REDUCTION OF THE FORMULAS NOT FINISHED 

A calculation of the covariance leads to 

and is estimated by 

Say, that we have not finished the reduction of the formula above and now 
try to estimate it straightforward. Then 

c is based on the sample s (g), and hence here s 

is based on the sample s(nr j , and hence here 

is based on the sample s(nr ), and hence here 

is based on the sample s(nr ), and hence here 

is based on the sample s(nr ), and hence here 

Should sz be based on sample s(nr ), s(nr ) or s(n) (the auxiliary variable z 

is available for all objects in the frame) ? 

This gives us two estimators s2 based on samples s(g) and s(nr2 ) . The same 

is valid for s2
x with samples s(g) and s(nr ) . We also have two estimators s2

z 

based on samples s(nr ) and s(nr ) ; and possibly a third based on s(n). For 

each of the coefficients of correlation there is only one choise; 
pyx is based on sample s (g), pyz on s(nr ) and p^ on s(nf] ) . 

This will clearly not be a consistent estimator of the covariance above, where 
all population-parameters are based on the whole population Q.(N) . If we 
look at the reduced formulas the estimation problem will be easier. The best 
estimate for each population parameter will be; 
s2 and p^ based on the sample s(nr ), s2 and p^ based on s(nr ) and 
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pyx based on s(g) (the problem of estimating 5Z
2 separatly has disappeared 

with the formula reduction). This will probably be the best solution, but we 
will penetrate similar estimation problems further below. 

C. THE SAME PARAMETERS (for example population-variances and 
coefficients of correlation) IN DIFFERENT PLACES IN A 
VARIANCE FORMULA CAN BE ESTIMATED BY DIFFERENT 
SUBSAMPLES AND RUIN THE CONSISTENCY BETWEEN 
THE VARIANCE AND THE VARIANCE ESTIMATOR; 
for example negative variance estimates 

The variance after nonresponse is according to previous 

and is estimated by 

If we for every population parameter takes the best estimator we have 
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1. To maintain an allowed estimated correlation structure, since the 
correlations are pairwise dependent (see section 4.1.1, Correlation matrix), 
the estimates of the correlations must be based on the same subsample, in our 
case s(g), which leads to lesser than the best estimates for pa and pyz . The 

correlation matrix in the population is always allowed an based on £l(N) and 
the same is valid for the estimated correlation matrix based on s(n), original 
design without non-response. 

What shall we then chose; an guaranteed allowed estimated correlation 
matrix based on s(g) or the best possible estimates for each correlation but 
with a small risk of getting a non-allowed estimated correlation matrix? 

Previous in section 3.2.2 we stated that "The classical problem of regression 
estimates are the stablene ss of the estimates of coefficients of regression" 
and this is the same for the coefficients of regression. This makes it easy for 
the author to chose the second alternative, the best possible estimate for each 
correlation but with a small risk of getting a non-allowed estimated 
correlation matrix! 
With a fit design (see section 3.2.1 Non-fit design) and not too large non-
response the problem ought to be small, but the risk still exists for negative 
variance-estimates due to a non-allowed estimated correlation matrix. 
A practical point of view is also that the estimators 
v\Xreg ) and v(Y ) enters v(RregJ without corrections. 

2. All population variances must in the variance-formula be estimated by the 
same subsample, respectivly, to guarantee consistency with the variance 

v(Êreg) . The best choise for 

s2
y is the sample s(nr ) and for s2

x the sample s(nr ). 

3. Tf the nonulation covariance is estimated as 

and hereby breaks the rule that 
each population parameter always shall be based on the same sample, and the 
best possible. 

The solution is possible since pyx is a non-

dimentional measure and independent of the rest. 
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4. A further question is what happens with the efficiency formulas after non-
response? 

We start with the efficiency formula for the original design (and without the 
assumption on equal population coefficient of variation for the variables of 
study, x and y) : 

The same calculations after non-response leads to 
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It is then clear that and that i , which means that / 

which means that 

For the design and estimators in our example the regression estimator is 
always equal or more efficient than the ordinary estimator, both for the 
original design and after non-response. 

The estimated efficiency has not strictly this properties since by stochastic 

can be larger than 

one. 

5. The empirical results in chapter 5 have the same regression estimator of 
change as in the example and corresponding ordinary estimator for the design 
STSRS and we shall here see estimated efficiences and ratios 

. Also corresponding results for estimators of levels will 

be presented here. 
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4.2.2 CONSIDERATIONS ON ESTIMATES OF LEVELS AND 
OF CHANGES FOR THE SAME DESIGN 

For the sake of simplicity, we assume here as before a non-dynamic 
population. 

For estimates of change it is best with a complete panel design on assumption 
that all correlations between variables of study are positive, which they 
almost always are in practice. 

For estimates of levels that do not use auxiliary information from different 
time periods, besides information in the current frame, it is irrelevant of the 
degree of overlap in the panel design or independent samples. 

If estimates of levels are added to give an estimate of a total for several time 
periods, it is best with independent samples between the different time 
periods, since 

has the variance which is 

clearly greater than ' which is the variance for the case with 

independent samples between time periods. 

For estimators of changes, the variance 

is smallest when < 

greatest possible, which it is with a complete panel design : 

See picture below. 
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That is, 

— For estimates of change, a complete panel design is best. 

— For estimates of levels, it is independent of the degree of overlap 
in panel designs or independent designs between time periods as far as no 
auxiliary information are used between time periods, besides current frame 
information. 

— For estimates it is best with independent sample designs between 

time periods. 

So, a complete panel design will be best in most cases. 

The next question is, how shall the sample be allocated with a panel STSRS 
design for different estimates of levels and changes? 

The optimal sample allocation results for the ordinary estimator of levels 
with the design STSRS is (see Cochran, reference 3) according to Neyman 
1934 (given here without the costfunction) : 

with the variance 

Planned precision for a 95 % confidence interval : 

Minimize for given variance 

These results can be generalized to all estimators 0 that have a variance 
of the form 
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Since the only variables to be optimized are the nh : s and all other terms are 

constants the proof follows from the X - case to all 0 - cases above by 
substitution of 

instead of instead of and 0 instead of. 

This means that all estimators in this paper can be given an optimal sample 
allocation since we always have a complete panel design (STSRS) in a 
non-dynamic population. 

Take for example; 

A. THE ORDINARY LEVEL ESTIMATOR 

with the variance 

B. THE ORDINARY COMBINED RATIO ESTIMATOR 

with the variance 

where 

C. THE SEPARATE REGRESSION ESTIMATOR 

with the variance 

where 
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D. THE COMBINED RATIO REGRESSION ESTIMATOR 
(with different auxiliary variables m and zfor the two time periods) 

with the variance 

Then, how shall the sample be allocated in a multipurpose survey? 

The usual way in enterprise statistics is to use an auxiliary variable, number 
of employees per enterprise or establishment, and to use this for an Neyman 
sample allocation of levels (the usual design is STSRS and the estimators are 
the ordinary for levels and changes) and to use this for all estimates in mostly 
a multipurpose survey. Another good auxiliary variable is available, total 
sales, but is curiously enough not used either for stratification or sample 
allocation, although in the survey in chapter 5, with the empirical results, is 
now used a combined ratio estimator for levels based on this auxiliary 
variable. 

The auxiliary information are usually one to two years old with reference to 
the time period under study. 

Sample allocation with old sample data is presently not used, but is an 
alternative for allocation for more complex estimators and also with regards 
to multipurpose aspects. 

Auxiliary information in general can be used in several ways; optimal 
stratification, optimal sample allocation, PPS-sampling, the information used 
in the estimators (as for example regression estimators); but there is always a 
limit when the auxiliary information is used up and no more efficiency is 
possible to gain. 
For example, with the same auxiliary information it is possible to use it for 
optimal stratification and optimal sample allocation. If then the same 
auxiliary information is used in the estimators, i.e. regression estimators, 
there is not much gain for variance-reduction since most of the power in the 
auxiliary information is already used up. 
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With more than one auxiliary variable much more efficiency (variance-
reduction) in the estimates is possible to gain. 

In a multipurpose survey an efficient deign must always be a compromise 
between estimates of levels and changes, between different level estimates 
and between different estimates of changes and also other aspects of 
multipurpose (for example domains, timeseries-considerations and need of 
analysis). 

PRIORITY-QUESTIONS ABOUT AN EFFICIENT DESIGN FOR 
MULTIPURPOSE-USE : 

— Priority between different survey-estimates; levels/changes and so forth? 

— Priority between survey-analysis and survey-estimates? 

— Shall sample allocation be with or without a cost-function? 

— Shall sample allocation be with considerations of non-response? 

All depends on the most important goal for the survey and how much 
money is available! 

With this we leave these questions to the competent readers! 

4.2.3 HOW MUCH EFFICIENCY GAINS SHALL IT BE IN ORDER 
TO DEAL WITH MUCH MORE COMPLICATED FORMULAS? 

a. Simpler formulas are often pedagogically clearer to show and explain to 
users of statistics! 

b. More complicated (complex estimators) and more efficient estimators 
shall be significantly more efficient (than simpler estimators) since they 
mostly are pedagogical unclearer (What happens in the survey-process?), 
they take more data efforts and are more sensitive to nonsampling-errors 
(mean-square-error considerations). 

Let us see if the practical example with the empirical results in next chapter 
shows significantly efficiency gain for the complicated formulas (regression 
estimates) versus the simpler ordinary estimates. 
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5. PRACTICAL EXAMPLES ON REGRESSION AND ORDINARY 
ESTIMATORS FROM A SURVEY AT STATISTICS SWEDEN 

The practical examples with empirical results of regression and ordinary 
estimates are from a retail survey at Statistics Sweden, who at the time used 
the ordinary estimators for levels and changes. At present the combined ratio 
estimator is used for levels, and hereby the ordinary estimator of change (see 
Bergdahl, reference 1). 

This retail survey is done monthly and quarterly, with according time-periods 
of study with STSRS and a complete panel design for an approximatly 
non-dynamic population per calendar year. Stratification variables are 
number of employees and business groups.The variable of study is turnover 
in domestic trade. The auxiliary variable used in the regression estimates is 
also turnover, but one year old information available from a turnover 
taxation register for almost the whole frame. Enterprise-objects who miss 
auxiliary information have zero as auxiliary variable value. 

The periods of study for the regression versus the ordinary estimators was the 
first and the second quarter of 1989. 
The frame-population consisted of 85.000 enterprises with a sample of about 
6500 enterprises. The auxiliary information was the same for both periods of 
study. The non-response rate was alarmingly high, about 35 % . 
This study with regression versus the ordinary estimators is described more 
in detail in Carlsson & Garås, reference 2. 

The design (STSRS and a complete panel ) and the estimators are shown 
below. 

x = variable of study, turnover in domestic trade, quarter 1 1989 (period 1). 
y = variable of study, turnover in domestic trade, quarter 2 1989 (period 2). 
z = auxiliary variable, turnover in domestic trade, both quarters, 
r = response objects including known overcount. 
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A. ORDINARY ESTIMATORS 

Estimated total, time period 1 : 

with variance - estimator 

and similarity for time period 2 . 

with variance - estimator 

where 

The estimator of change is then 

with variance - estimator 

where cov 

All other sub-estimators as above and the implicite non-response treatement 
model for all estimates and sub-estimates here is mean-value imputation or 
corresponding. 
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B. REGRESSION ESTIMATORS 

Estimated total, time-period 1 : 

with variance - estimator 

according to 

Estimated total, time-period 2 : 

with variance - estimator 
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The estimator of change is then with variance estimator 

according to ordinary estimators and all other sub-estimators according to 
above. 

The implicit non-response treatment model here for all estimates and sub-
estimates is mean value imputation or corresponding. 

Since the estimators of correlation are not based on the same sample, but the 
best for each correlation estimator, the possibility exists of a non-allowed 
estimates correlation matrix, which can lead to negative variance estimates. 

The formulas here are motivated in section 4.2.1, Problems of estimation for 
complex estimators. 

Now to the results! 

In Table 5.2: Domains of Study some extreme results are marked with a 
frame. 

In Table 5.3: Sample Strata all non-allowed correlation combinations 
are marked with a frame according to criterias in section 4.1.2.1 on page 
16. 
Also extreme reults here are marked with a frame. 
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TABLE 5.1 : GRAND TOTAL 

(In line one is reg.est. = ord.est if nh = 1 and in line two not adjusted.) 
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TABLE 5.2:1 : DOMAINS OF STUDY 

Numb. Str./domain Domain 
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TABLE 5.2:2 : DOMAINS OF STUDY 

Numb. Str./domain Domain 

(290 Str./domains and 288 exclusive domains 1000 and 1917.) 



—
 

54 
—

 

TABLE 5.3: 1 : SAMPLE STRATA 

Number Sample-stratum 



—
 

55 
—

 

TABLE 5.3: 2 : SAMPLE STRATA 

Number Sample-stratum 



—
 

56 
—

 

TABLE 5.3: 3 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 4 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 5 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 6 : SAMPLE STRATA 

Number Sample-sratum 



—
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TABLE 5:3 : 7 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 8 : SAMPLE STRATA 

Number Sample-stratum 



—
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TABLE 5.3 : 9 : SAMPLE STRATA 

Number Sample-stratum 



—
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TABLE 5.3 :10 : SAMPLE STRATA 

Number Sample-stratum 



—
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TABLE 5.3 :11 : SAMPLE STRATA 

Number Sample-stratum 



—
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TABLE 5.3 : 12 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 :13 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 14 : SAMPLE STRATA 

Number Sample-stratum 



—
 

68 
—

 

TABLE 5.3 :15 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 :16 : SAMPLE STRATA 

Number Sample-stratum 



—
 

70 
—

 

TABLE 5.3 :17 : SAMPLE STRATA 

Number Sample-stratum 



—
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—

 

TABLE 5.3 : 18 : SAMPLE STRATA 

Number Sample-stratum 
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COMMENTS ON THE TABLES: 

The results here clearly shows on all sorts of problems with designs with 
small samples. In some cases there are errors due to file error. 

The tables also clearly shows great efficiency gains for the regression 
estimators versus the ordinary estimators with a proper large sample design. 
This is especially true for estimators of levels. For the estimators of change 
the efficiency gains are less but significant. 

6. CONCLUSIONS OF REGRESSION ESTIMATORS IN THEORY 
AND IN PRACTICE 

6.1 ESTIMATORS OF LEVELS 

With a proper large sample design the regression estimators are always more 
efficient than the ordinary estimators and with a good auxiliary variable very 
much so, that is the theoretical properties holds. 

With small sample designs this is not true and then the ordinary estimators 
are more robust. In this case the auxiliary variable can be used in different 
ways but not in the estimator. 

6.2 ESTIMATORS OF CHANGE 

With a proper large sample design the regression estimators are mostly more 
efficient than the ordinary estimators, that is the theoretical properties holds. 
The efficiency gains here are much less than in the case of estimators of 
levels. 

With small sample designs peculiar things can happen and then the more 
robust ordinary estimator (combined ratio estimator) is to be prefered. But 
also this estimator is large sample dependent! In this case as above the 
auxiliary variables can not be used in the estimator but used in different other 
ways. 

So, with a proper large sample design the regression estimators for both 
levels and change are to be prefered to the ordinary estimators. 

With a small sample design the ordinary estimators are to be prefered both 
for estimators of levels and changes. The auxiliary variables can then be 
used in oyher ways. 
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APPENDIX ON PROOFS 

What are needed too proofe the variances and variance-estimators of all the 
estimators in this paper, besides basic definitions of variances and 
covariances, are : 
(Complete panel-design, stratified SRS (STSRS) and a non-dynamic 
population.) 

1. Taylor expansion methods to approximate non-linear estimators with 
linear estimators, whose variances and variance-estimators can be found by 
conventinal methods and hereby have approximate variances. 

See for example Wolter, reference (12), chapter 6; Taylor Series Methods. 
Taylor expansion formulas can also be found in standard textbooks on 
Mathematical Calculus. 

2. Often the proof of the SRS-case will do to have the STSRS-case. 

3. Separate regression estimators for levels and their variances. 
See Cochran, reference (3), chapter 7; Regression Estimators : 
Theorem 7.3 on page 194 gives the SRS-case and by applying this to each 
stratum we have the STSRS-case in (7.57) on page 202. 

The variance-estimators in this paper differs slightly from the ones proposed 
by Cochran, (7.29)-(7.30) (SRS-case) on page 195 and (7.58) (STSRS-case) 
on page 202. 

With Cochran's divisor n - 2 (nh - 2 ) replaced by n - 1 (nh -1) this papers 
variance-estimator is achieved for the separate regression estimator of levels. 

4. All regression estimators here are, as customary, conditioned on the 
estimators of of the regression coefficients. 
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5. Although we have a complete panel-design we have after non-response, 
with a straight adjustment model ("mean-value imputation"), a conditioned 
sample after non-response which means an overlapping panel-design. 

More precisely we need 

and we then have the covariance-estimator 

r = responding, given time-period. 

The covariance and covariance-estimator above can be found as a special 
case in reference (9), (3.14) on page 10-11. 

In reference (5a), there is a proof of the covariance above in the SRS-case on 
page 20-21. In Sats 1 (in 5a) and in Theorem 1 (in 5b) the covariance above 
in the SRS-case is given with the restriction 
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