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Estimating household-related parameters in the Swedish LFS Foreword

Foreword

The objective of the Swedish labour force survey (LFS) is to describe the current
employment conditions for the Swedish population and to give information on the
development of the labour market at the individual level. Hence, the basis of the
LFS is a sample of individuals in the working age. However, today the LFS is fully
compliant with relevant EU-regulations, the most important being Council
Regulation (EC) No 577/98 and Commission Regulation (EC) No 430/2005, as well
as guidelines and recommendations issued by the International Labour
Organization. Thus, part of the monthly LES-sample, is used for identifying
households, for which data are collected both on household-level characteristics,
which are the same for all members of the household, and individual-level
characteristics, most notably labour market conditions for individuals aged 15-74
years. Data on households are delivered to Eurostat annually.

Despite the availability of LFS-data at the household-level, Statistics Sweden has so
far not used them for production of statistics. However, there are advanced plans
for yearly publication of household-related LFS statistics from 2015 and onwards.
This report presents, in a fairly detailed manner, methodology which may be used
for deriving theoretically justified point and variance estimates, while at the same
time fulfilling the consistency constraint imposed by Commission Regulation (EC)
No 430/2005. To facilitate the implementation of the theoretical results, a set of
SAS-macros have been derived, collectively named HUUVA 1.0.

The work was carried out by a project team consisting of Martin Axelson, who
contributed extensively to the theoretical work and who is the author of this report,
and Claes Andersson, who, in addition to being an important catalyst in the
theoretical work, single-handedly derived the software HUUVA 1.0.

Despite being derived with the LFS in mind, the results presented are valid for any
sample survey that matches the generic sampling design discussed in section 2.
Moreover, the results presented can easily be extended to cover also point and
variance estimation for estimators of change over time. Thus, the theoretical results
presented should prove relevant and useful in a more general context as well.

Statistics Sweden June 2015

Inger Eklund
Hassan Mirza
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enterprises, government agencies and other institutions of Sweden — with whose
cooperation Statistics Sweden is able to provide reliable and timely statistical
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Estimating household-related parameters in the Swedish LFS Introduction

1 Introduction

The Swedish labour force survey (LFS), which has been conducted since the 1960-
ies, is a sample survey targeting individuals within the working age. The objective
of the LFS is to describe the current employment conditions for the population and
to give information on the development of the labour market. Since 1970, the
survey is conducted monthly, allowing for the production of monthly, quarterly
and annual statistics with focus on both the number and the percentage of
employed and unemployed persons. The LES is the only source with continuous
information on total unemployment and this information represents the official
unemployment rate.

Today, the LFS is fully compliant with relevant EU-regulations, the most important
being Council Regulation (EC) No 577/98 and Commission Regulation (EC) No
430/2005, as well as guidelines and recommendations issued by the International
Labour Organization (2013). This means that in addition to collecting data referring
to individuals aged 15-74 years, which is the main aim of the survey from a
national perspective, part of the monthly LFS-sample is also used for identifying
households for which data are collected. For households, data are collected both on
household-level characteristics, which are the same for all members of the
household, and individual-level characteristics, most notably labour market
conditions for individuals aged 15-74 years. These may vary between members
within a given household. Data on households, including weights to be used for
estimation of population-level parameters, are delivered to Eurostat annually.

Despite the fact that Statistics Sweden for a number of years have collected
household-level data and derived weights, the agency has so far refrained from
using the material for producing and publishing national statistics. This is,
however, about to change — there are advanced plans for yearly publication of
household-related LFS statistics from 2015 and onwards. The purpose of this
report is to describe, in a fairly detailed manner, the methodology used for
calculating point and variance estimates of the type that will be produced. Most of
the results presented are general, in the sense that they apply to any survey which
shares the same design-features that underlie the LFS.

1.1 Outline of the report

As the LFS-design is rather complex, and additional complexity is added by
existing EU-regulations, e.g., by constraints regarding numerical consistency
between statistics based on household data and official LFS statistics, the content of
the report is bound to be very technical in nature. However, rather than
introducing the full problem from the beginning, the presentation follows a
structure under which additional complexity is introduced in a stepwise manner.
Section 2 provides a description of a generic sampling design which allows for
sample rotation using so-called panels, thus introducing important notation which
will be used throughout the report. Point estimation is discussed in section 3. An
estimator under full response is presented in section 3.1, a non-response adjusted
version of which is presented in section 3.2. In section 4, variance estimation under
non-response is discussed, and an estimator for the variance of the point estimator
presented in section 3.2 is derived. How to apply the estimators derived in sections
3 and 4 for estimation of household-related LFS statistics is discussed in section 5.
An overview of the important features of the LFS sampling design is given in
section 5.1. In section 5.2, estimation using HUUVA 1.0, a set of SAS-macros

Statistics Sweden 7



Introduction Estimating household-related parameters in the Swedish LFS

derived to facilitate the nontrivial issue of actually implementing the derived
estimators for the LFS, is discussed. The report is concluded with some final
remarks in section 6.
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Estimating household-related parameters in the Swedish LFS Sampling design

2 Sampling design for a rotating
panel survey

The LFS is often presented as a panel survey with a rotating sample. In essence,
this means that it is based on a sampling design which at the same time allows for
(a) a sample of individuals to be followed over time, with data at the element level
collected over time, and (b) the constitution of the sample to change over time in a
controlled manner. In this section, a generic sampling design for implementing a
rotating panel survey is introduced. Although not LFS-specific, the design includes
all the important features of the LFS-design. A more detailed description of the
LFS-design is deferred to section 5.1.

Let U ={l,...k,..,N} denote a population, the constitution of which is assumed to
remain unchanged over the time-period in question. Let X = (x"’,x{",...,x’)’
denote an auxiliary vector at time i, which takes on the value

xW = (x§), x5, x8)) for element k €U, i =1,...,1 . In what follows, for any set

S cU and any variable y, Zs 7. is abbreviated notation for Z;/k . Thus, the

keS
population total for x is given by

i) _ (M
tx - ZU Xk

In what follows, t{" is assumed known for i = .Let y=(Y;, Y201 Yg) and z
denote two study variables, Wthh for element keU take on the values
yO = (y8, y8 e y8)) and z) attime i,i= . The population totals of y and
z attime i =12,...,1 are thus given by

=3 y® (2.1)
and

=3 20 22)

Although x, y and z may vary at the element level over time, x{", y® and z"
represent fixed values at time i, i =1,...,1 . Let A, denote a Q x1 vector, which

takes on the value 1 on row g, and 0 on all other rows. Then

t(') ZU y(l) — t(l) ;\‘

Statistics Sweden 9



Sampling design Estimating household-related parameters in the Swedish LFS

Attime i, i=1,...,1,the population U may be partitioned into N’ clusters,
denoted U{",..,.U{}, . Let UL ={1,..., j,..., N’} denote the set of clusters and let
N denote the size of cluster j, jeU{, i=1,..,1.For example, a population of

individuals may simultaneously be viewed as a population of households. As
indicated by the notation, the partitioning of the population into clusters may vary
over time even though the population, in terms of elements, does not. Let j(k)

denote the cluster to which element k belongs and let ¢’ , k eU , be constants

such that ZU“) C,(i) =1 foreach jeU{’ . A choice often encountered in practice is
J(k)

CS) =1/N 5'()k) , but other possibilities exist. Now, let
i) _ () (1)
Yo' =G ZUE'&) Yi (2.3)
and

20 =¢"Y 0 2 (2.4)

i)

It is a matter of algebra to show that alternative expressions for (2.1) and (2.2),
which will prove useful for the purpose of this report, are given by

t9 =19 =3 Y (2.5)
and

)=t =27 (2.6)

Through appropriate definitions of Y\ or Z{", k eU , either (2.5) or (2.6) may
readily be used to define parameters defined at the cluster-level. For example,

7" =c{" for 1 U, results in z =c{?, which yields

=3, 20 =3, = ¥ e = T1=N

jeud jeud

i.e., the number of clusters at time i .

Let a©, i=1,..,1, denote pre-defined constants. The parameters of interest are

| '
_ (i)4() _
qu - za tyq - Ty )‘q (2-7)

i=1

10 Statistics Sweden



Estimating household-related parameters in the Swedish LFS Sampling design

q=1..,Q, where

|
N 4 (0400
T, = Zl:a t{

and
I . .
T,=>a0" 2.8)
i=1

In order to estimate (2.7) and (2.8), a total of V" =1 +V —1 independent subsamples
from U will be used. Let s, denote the V :th subsample, of size such n,, drawn

from U according to the sampling design p, (), with corresponding first- and
second-order inclusion probabilities 7, and 7z, , v=1..,V .Itis assumed that the
designs and the sample sizes are such that 7z, >0 forall {k,1}eU, v=1..V . At

each time, exactly V subsamples will be subject to data collection. More
specifically, at time i,i =1,...,1 , the intention is to collect the following information

for estimation of the parameters of interest:
- x{" and y{" for kes,, v=i,.,i+V -1
- YO =Y yYand 20 =c¢Y 2" for kes,, v=i
K k ZUJ((>)y| k k ZUj(’k) ! v

k

Attime i, the elements kes,, v=i,...,i+V —1 are said to be directly sampled,

whereas the elements | eU El()k) , 12k, for kes,, v=i, are said to be indirectly
sampled, i =1,...,1 . It should be noted that in the notation introduced above, the
sample numbers for which data are to be collected at time i are expressed as
functions of time i . In Appendix 1, an example of the data to be collected for the
situation where | =3 and V =3is given.

Statistics Sweden 11
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Estimating household-related parameters in the Swedish LFS Point estimation

3 Point estimation

3.1 Estimation under full response
Suppose the parameters of interest are T, and T,, as defined by (2.7) and (2.8),

and that V" =1 +V -1 independent subsamples from U are drawn according to
the generic design presented in section 2. Theoretically, an estimator for T, under

full response could be based on
xO for kes,, v=i,.,i+V -1
- yWforkes,, v=i+l..i+V -1
- yP for 1eU{), and kes,, v=i

i=1..,1,1ie., oninformation collected from both directly and indirectly sampled
elements. However, in what follows, it is assumed that only data on directly
sampled elements will be used. The reason for considering this less than ideal
scenario, is that the parameter t(yi) is assumed to be estimated at time i =1,...,1 , at

a point in time when only data on directly sampled elements are available. This
scenario closely resembles the situation encountered in practice in the LFS, where
monthly estimates are based solely on data from directly sampled individuals.
Moreover, although theoretically possible, it is far from straightforward to

construct an estimator tg) ,
combined use of data from both directly and indirectly sampled elements and (b) is

relatively easy to implement.

i =1...,1, which under the design in question (a) makes

For estimation of T, , which will be estimated at time |, it is assumed that under
full response, the following data would be available for time i =1,...,1 at the time
of estimation:

- xWand y® for kes,, v=i,.,i+V -1
- Y=Y L yD and 20 =cOY 2" for kes,, v=i
k k zuﬁ()k)yl : K ZUE(L) ! !

. i+V-1
For i=1..,1 and v=1..V", let b\) be predefined constants such that > b{) =1

v=i

and b{) =0 for v<i and i+V —1<v. One possible choice for b}, i =1,..,1,is

i+V -1

b(;() _ ﬂ'vk/ Zﬂ'vrk V=i,...,i+V -1
0 ) otherwise

3.1)

If the designs p,(-), v=1..,V", are such that 7, =7, foreach keU, (3.1)

simplifies to

by <, =

v

1V v=i,.,i+V -1
0 otherwise

Let

Statistics Sweden 13



Point estimation Estimating household-related parameters in the Swedish LFS

0 = [t -39 yBO 410

ayc,s ax,s ay,s ay,s

where
iV -1 b(i)x(i)
(i) k Nk
taxs - Z Zs .
v=i v ”vk
(|) i+Vv -1 b(:() (1)
Vi
te = 2 2,
and

!’

Vo1 (D (g vt OO0

B0 (HZZ /X% sz buXiyi”
ay,s S

Tk v=i vk

In Statistics Sweden (2014a, p. 27), it is shown that tg';c s is approximately unbiased

for t(yi) .i=1..1,giventhat n,, v= 1..V",is large enough. Thus, under full

response, an approximately unbiased estimator for T, , q=1,..,Q, is given by

Tyos = Tyo b (3.2)

where
\ (OH0)
1 1
Tys :za taycs
i=1

For T, defined by (2.8), an estimator under full response is given by

T, =Y %), 3.3)

i=1
where

t(') (t(l)c _t(l) ),Bgl,l-'_tz(l,)

ZC,S

= (t0 -39 yBY + (0, -10.yBY +{f)

ax,s az,s ay,s

(3.4)
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Estimating household-related parameters in the Swedish LFS Point estimation

with

v=i T

and BY, =B0, B0

az,s ay,s

Given that the sample size n,, v=1...V " is large, it follows that

0~ (19 -0 yEBY) + (@D, -0, ) EBY) +{{)

ax,s ay.s

Since E(t0),)=t", E(tY,)=E,), and E®{") =t it follows that {

ax,s ay,s z((:,)s is
approximately unbiased for t” when the sample size is large enough. This also
implies that 'I:Z‘S is approximately unbiased for T, under the same conditions.

Suppose z" is in the row-space of y\, i.e., that there exists a constant vector A

’

such that z" =y & forall keU and i=1,...,1. As this implies that Z{" = Y .,

it follows that é‘;; =} and tAZ('g = f(Y')s A . Hence, (3.4) simplifies to

!

£, = (@0, ~10yBL 10 = @0, - 102 +10,2. =10, 2

2¢,8 ayc,s ayc,s ayc,s

which in turn means that (3.3) simplifies to

fz,s = Za(i)f(i) A= :I\—y,s A

ayc,s
i=1

Thus, for ZIEi) = yéik) = yf) Ay, 4=1..,Q,(3.2) and (3.3) will produce identical point

estimates.

Statistics Sweden 15



Point estimation Estimating household-related parameters in the Swedish LFS

3.2 Estimation under nonresponse

Due to nonresponse, neither (3.2) nor (3.3) can be used in practice. In this section,
nonresponse adjusted versions are derived. Let r" denote the subset of units in s,

which are treated as responding units at time i,ie., r) cs,, i=1..,1 and
v=1..V .For kes,, v=1..,V", let R, i=1..,1,be defined as

R _ |0 ifkerfi<v<isv -1
"1 otherwise

In what follows, it is presumed that the response behaviour is governed by a
stochastic response distribution, RD , such that:

Attime i,i=1,..,1,element kes,, v=1,..,V ", responds with probability
Pr(k e r® 1 e00 1D s) =Pr(RY =1|r'™,...,r®P s ) =6

Moreover, at time i,i=1,..,,1 , elements {k,I}es,, v=1..V", k=1,

respond independently of each other, i.e.,

Pri{k, 13er@ 10D 1P s, ) = Pr(RYRY =11 r Y . r® s) =606
Any pair of elements k and | such that kes, and les,, v#V', respond

independently at all times.

As indicated, the response distribution at time i, i =1,...,1 , may depend on the

realized response sets at previous times, but for the sake of notational simplicity,
the conditional arguments is dropped from @ . It will prove convenient to use

r’ =s and 6§ =1 for v<i and i+V -1<v, i=1..,1,ie., if the set s, is not
subject to data collection at time i, all k € s, will be treated as responding
elements.

Assuming fully known response probabilities, a nonresponse adjusted version of
(3.2) would be given by

r
(i) (1)
za taych
where

{0, [0 - 10,180, 7+,

ax,h

16 Statistics Sweden
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Point estimation

with
0 V-1 (')X(l)
i vk
tz:1><h Z Zr(') (.)
i+ -1
f(i) B i+ b( y(l)
ay,h — (i) (.)
v=i g vkevk
and
V-1 (1) (1) (l) V-1 (1) (1)
R by X% | 'S b X, yk

B(I)h_(zz

V

For (3.3), a nonresponse adjusted version would be given by

|
— (f (@)
- za tzc,h
i=1

where
£, = @0, - 80 + 10
= (10 -9, YBY, + (1, -1, )BY, +f)
with

Y(l)

g)h = er(w) 7. 00
vk vk

Y(')y(l) i Y(l)z(l)

é(zl?m = (ZZ ) 9(|) )7122 ) 0(.)
v=i v vk vk

v=i

Z(l)

R i
tz( ?1 = erm 9(.)
v vk

and BY, =B BY).

az,h ay,h

Statistics Sweden
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Point estimation Estimating household-related parameters in the Swedish LFS

In practice, however, the response probabilities are unknown and have to be
estimated. A commonly used approach is to make assumptions on the response
distribution, in terms of an explicitly stated response model, and to derive
estimator expressions under the assumption that the response model is identical to
the true, but unknown, response distribution. In what follows, the following
response model, based on response homogeneity groups, will be used:

- Attime i, i=1..,1, there exists a known partitioning s, g =1...,G{", of
S, V= 1,...V", such that

65 =0y for kesl), g=1..,G{"

Vi
The number of elements in s\fg) is denoted néig) .

In order to simplify the notation, no conditional arguments will be used for the
RHG-probabilities. For i=1,...,1 and v=1..,V",let m{’ denote the response count
vector, i.e., m =(m{,... mé'g), méiG)(,))’ , where m$) denotes the number of elements
in 1Y) =1 sl Since 1) =, by definition for v<i and i+V -1<v, it will
prove convenient to use G’ =1, which yields m® =n,, for v<i and i+V -1<v.
The results below are derived, and justified, under the following two assumptions:

A1: The used response model coincides with the true response distribution.

A2:For i=1,..,1 and v=1..V", mY >2 for g=1,..,G!" .

vg —
Under the response model, 6 =65 forall ke s . Hence, an unbiased estimator
for 09 is given by 6 = é\fé) =m{) /n{), g=1. G(') ,i=1..,1 and v=1..V".

Using estimated response probabilities as plug-ins for the true, but unknown,
response probabilities in (3.5) - (3.7), a working estimator for T, is given by

~ |
T, =Yaia, (3.11)

i=1

where
(l) i) _ (I) i)y (I)
t0), = [(t? -19)BYT + (3.12)

with

i+v-1 b\sll()x(l)

t(l) z Zr(') (I)

18 Statistics Sweden
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i+v-1 b(') (')

t(l) Z Zrm vk "(i)
Tk vk

and

r

(3 () .) Vo1 OMON0

é(u)_(zz BX X ('S X’y
0 0

0 - H(i)
Tk Hvk v=i Tk Hvk

Using the same approach, using estimated response probabilities as plug-ins for
the true, but unknown, response probabilities in (3.5) — (3.7) and (3.9) - (3.10), , a
working estimator for T, is given by

T,=a% (3.13)

where
(I) (t(') i))ré(i>+fz(i>
i yR (i WO O YO IIRC (3.14)
= (19 ~T0)BY + (1) ~10yBY + £

with

Y(l)
20}
vkgvk

t= ZZ«)

~ i ) i (l) (i)
BE')=(;Zr(-)Y Y ) ZZ Zi

(i) (I)
Tk Hvk v=i Tk Hvk

Z (i)
H ()
vk Hvk

& = ZZ«

and BY = ég'; B . It is a matter of algebra to show that for z{" is in the row-space

of yI,ie., for 2\ = yﬁ') A forall keU and i=1,...,1, where Ais a constant vector,
(3.13) simplifies to

T, =Za<'>t<'> =T

ayc
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Point estimation Estimating household-related parameters in the Swedish LFS

Hence, for 7 =y} = yk') A, 9=1..,Q, (3.11) and (3.13) will produce identical

point estimates. Considering the LFS, this is a very important feature, as it means
that (3.13) can be used to fulfill the following consistency constraint, imposed by
Commission Regulation (EC) No 430/2005:

Consistency between annual sub-sample totals and full sample annual
averages shall be ensured for employment, unemployment and inactive
population by sex and for the following age groups: 15 to 24, 25 to 34, 35 to
44, 45 to 54, 55 +.

Under assumptions AT and A2, the set r,’ is an SI- sample of size m{; from the
n{) elements in S(g ,9=1.,G",i=1..1 and v=1..,V", conditional on s,, m{"

..., MY Thus, it follows that for k e 55;)

(1) (1) (Y] _ ) _ i) _ () j a0
RD(Rvk |m 'mv ’Sv) - Hvk va mvg /nvg

which means that

i) V-1 R(I'()b(l'()XS) ( )
I VI VI 1
E(tax) = z Epv Em\(})""Em‘(]i)ERD(Z 7'

v=i e

i+V-1 b(I)X(I)

ZE(Z vkk)

— ZZU b\sll()x(l)
— Z:u X(l) va(l?

— ¢+
= t)<

M8,

for i=1,.,1 . Analogously, it follows that E(t{))=E(t) =t and E({{")=t".
Hence, given that the sizes of all samples and response sets are large enough for
the approximation

£ ~ () -T0)BY + (1Y) -10)BY +
where BY = E(B() and B =E(B"), to be valid, it follows that E(f")~t®, and
consequently, E(fz) ~T,.As 'I:Z simplifies to 'i'y A for 2 =yW ), approximate

unbiasedness of (3.13) implies that (3.11) is approximately unbiased for T, ,

Clearly, both (3.11) and (3.13) can be viewed as generalized regression estimators
under two-phase sampling, with the second-phase design corresponding to
stratified simple random sampling with strata defined by the response
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homogeneity groups. Thus, given that 7, and 6% can be obtained for k e r?,

i=1..1 and v=1..V", the software ETOS 2.0 (Andersson, 2012), derived at
Statistics Sweden, may be used to compute estimates of qu ,0=1..Q,and T,

according to (3.11) and (3.13), respectively.
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4 Variance estimation under
nonresponse

4.1 Deriving an estimator

In this section, a working estimator for V ('I:Z) , the variance of fz , is derived. As fz

simplifies to T when Z(') = y(" for i=1,...,1 and q=1,...,,Q, the same estimator

can be used to derlve an estimator for V ('I:yq) , 9=1..,Q.For i= ,let dY) and

el be defined for every kes,, v=1..V", as

40— JyPBY —xPBY if RY =1and i<v<i+V -1
vk
otherwise

and

e — 120 =Y, o B® ifR?=1andv=i
vk T
otherwise

with B® and BY according to the definitions in section 3.2. In Appendix 2, an

example of d{) and e{} for the situation where |1 =3 and V =3 is given.
It is a matter of algebra to show that £ in (3.14) may be rewritten as

[OFT0) i (1)
bvk dvk \ evk

2 2

£0) _ (.) (.) ok
b = + Z Zr(' 9(.) ot Lo é(i)
T Oy v=i T Oy

(i) (i) (M
bvk dvk +evk

-y, Ty Bl
v vk
=t é(l)+zz
X

RY(0d) +ef)
0}
vkevk

The second stage, summing over S, instead of r”, is allowed, since for all

combinations of i=1,...,1 and v=1..,V", (a) the definition of év(k') is such that
6 >0 forall k s, under assumptions A1 and A2, and (b) d and e?) are

defined for all k € s,. Consequently, an alternative expression for T, is given by

Statistics Sweden
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(OFINORIO) (1)
Rvk (bvk dvk +evk

" | R V"
f= a8+ XY e
i=1 v=1 Y ﬂvkevk

=Z|:a(”t(x”’l§(') ZVZZ a(I)R\slI()(b\EIL)’q;L)_{—e\SL))
i=1 v=1

]

= ﬂvkg\/(ll)
| ~
(OPOFNORT) () ()
| (3R V" zRvk a (bvk dvk + evk )/Hvk (41)
— (O ON=10) i=1
=22t B+ 2.2,
i=1 [ T

| ~
()0 (i)
v ZRvk uvk /avk

| ’
— (OMON=Y0) i=1
S LLALLES 3
i=1 v=1

vk

where
o = a0 (Y + )
For i=1..,1 and v=1..V", define d{, and e{}, forevery k eU , according to
. ! . . ! .
40, = yOBY —xWBY ifi<v<i+V -1
' otherwise
and

!
W _JZ0-YPBY ifv=i
otherwise

where B = E(B?) and B =E(B("), and let
W0, =a0 B0as, +el,)

Substituting BY and u(,, for BY and u{, respectively, in (4.1) yields the

approximation

! ~
(M (1)
z Rvk vk,U lgvk

~ ! . . . v’
T~ ;awgfsgg DI

v=1 Tk
Hence, it follows that
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| | ~
(1)) H(i) (1)) (i)
z Rvk uka /'9vk v Z Rvk uvk,u lgvk

V(T)~ V(ZZ LV E )

vk

where the last step follows since (a) the samples v = 1...V" are drawn
independently, and (b) any pair of elements k and | (including k =1) such that
kes, and les,, v=V', respond independently at all times under the response

distribution RD.

Since
M 1 m® (1) _ i) _ gl _ @)
RD(Rvk |m vmv ’Sv) _Hvk —9\/9 _mvg /nvg

under assumptions A1 and A2, and U, is as a non-random quantity for k €U,

i=1..,1 and v=1..V", working with conditional expectations it follows that
Z RWul, 105
EQ, Bl 2 Zué'au
Hence,
> RYUY, 10 > RVUY, 10

V(stﬂ—)=E[(st'l—)] @3 ¢

vk

Below, a variance estimator is proposed, using (4.2) as the starting point. For any
set S c U, the notation ZZS is shorthand for zz .

keS 1S

Suppose U k u could be observed forall ker®, i=1..,1 and v=1..V .In

Appendix 3 it is shown that under assumptions A1 and A2, an unbiased estimator
for

(5, Su ) = (X0 =X 3T )

i=1 i'=1

would be given by
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[OF=Y(! (I) (i)
Rvk va u

| |
vk,U Yvl,U
4.3
;;ZZSV ﬂ'vkle\flill) &)
where
é(” =m{/n) fork=1,i=i" kes{andg=1,..,G"
i = 9(')(m"’ DInG -1) fork =l i=i'{kI}esandg=1..G" (4.4)
95;959' fork e s{y and | e s{;) otherwise
fori=1..,1,i'=1..1 and v=1,..V". Hence, if u kU could be observed
=m0 1AM
RVI UVI /9\,' 1 1 1 I
D R 10 YR, 1) 4s)

Py,

I
T i=1 =1 a 9\/(kl k

"

would be unbiased for (4.2). Substituting u§ for uy, in (4.5) and summing over

v=1..,V", thus yields the working estimator

Y ROUY 14 T
V(T)) Z[(Z 250 Ty —'Z'ZZZ Ry RV.Q(IVT)W 1 (4.6)
&l il =l T Ova

with 04 defined according to (4.4). Using z" = y{)

in deriving uvk ,i=1..,1,
(4.6) becomes an estimator for V ('I:yq) , 9=1,...,Q . The results of a small simulation

study, mainly targeting the expected value of (4.6), are presented in Appendix 4.

4.2 Computational aspects

It is matter of algebra to show that V(T,) alternatively may be expressed as

V(T,) ZZ(\/;” +v2<'3v)+2(v zvm (4.7)
v=l i=1 i
where
— Ty Ty ul® u(')
Vl(:)v = er(. ( a i) (4.8)

NGii)
7T O T Ty
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A0 _ o) i) ) (i)
9ka - 0,0 Uy, uy

Vi = I G v 49
. ZZrV() 04 7404 7,03 “2)
SR 1) SR 13
VvV = ZZ (”vkl _”vk”vl) =1 i1 (4.10)
* N ! Tk Ty
and
. - ROYD 190 ROLO 7 9O
v - g ~ 7Ty RucUuc T 0w Ry Uy 70y 411
* ZZSV( a ) Tk s ( )

vl

where év(;) and é\jliii) are defined according to (4.4). Clearly, each of (4.8), (4.9),

(4.10), and (4.11) algebraically resembles a variance estimator in its own respect.
Hence, if software exists which allow for computation of (4.8), (4.9), (4.10), and
(4.11), it may be used to compute V (T,) according to (4.7), given that the variables
u?, k er®, and RYu® /09, k es,, can be derived for i =1,...,1 and v=1...V".
Using z{” =y{ in deriving u{), i =1...,1, (4.7) may also be used to compute

V(T,), 4=1...Q.
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5 An application - producing
household-related statistics
using the LFS

5.1 Sampling design in the LFS — an overview

Below, a brief overview of the LFS-design is given. The presentation only includes
details deemed necessary for achieving a basic understanding of how household-
related LFS statistics are produced. The presentation draws on the notation
introduced in previous sections, but as the LFS-design is somewhat more intricate
than the design introduced in section 2, some additional notation is introduced.
For more information on the LFS-design, see Statistics Sweden (2011) and Statistics
Sweden (2014b).

The LFS is conducted monthly. Calendar-months March, June, September and
December consist of five reference weeks each, whereas the remaining months
consist of four reference weeks'. Monthly estimates are combined to produce
quarterly and annual estimates.

An individual included in the LFS is subject to data collection for a total of eight
times, three months apart. In any given month, data are to be collected for a total of
V =16 subsamples. Each subsample is in itself a subsample from a larger sample,
sometimes referred to as the annual sample. The annual sample for a specific year,
say r,includes all individuals that will enter the LES for the first time during the
year in question. As the LFS is conducted monthly, the set of individuals subject to
data collection need to be refreshed each month. For this reason, the annual sample
is split randomly into | =12 subsamples, the i :th of which will be subject to data
collection for the first time during month i in year r . The rotational pattern
implies the following;:

- For January — September in reference year ¢, the 16 subsamples used at
the monthly level will be combination of subsamples from annual samples
foryears 7—-2, 7—1 and r.

- For October — December, the 16 subsamples used at the monthly level will
be combination of subsamples from annual samples for years 7 —1 and .

In any given month, the 16 subsamples can be divided into two groups of 8
subsamples each, after the stratification principles used when selecting the annual
samples:

- For subsamples in the first group, the annual sample is drawn as a
stratified systematic sample, using 48 strata defined after region and sex.
This stratification will be referred to as stratification principle 1. Before the
annual sample is drawn, individuals are ordered after country of birth and
personal identification number within strata. In selecting the annual
sample, four randomly chosen starting points are used.

- For subsamples in the second group, the annual sample is drawn as a
stratified systematic sample, using 105 strata defined after country of birth,

' Every seventh year, the one additional month will consist of five reference weeks,
thus making the LFS-year 53 weeks long.
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age, region, and information from LISA and IoT, two registers held by
Statistics Sweden. This stratification will be referred to as stratification
principle 2. Before the annual sample is drawn, individuals are ordered
after personal identification number within strata. In selecting the annual
sample, four randomly chosen starting points are used.

In any given month i, i=1,...,1 , the following data are to be collected:

XU = (x{, x5, x8))", the auxiliary vector used in the monthly LFS (for
more information, see Statistics Sweden, 2011), and y{’ = (Y, Y3 .-, Y4)'

the vector of individual-level study-variables for which monthly statistics
are to be produced and which are needed to fulfil the consistency
requirement included in Commission Regulation (EC) No 430/2005, are to
be collected for all individuals included in 16 subsamples subject to data
collection.

- Y9 and z® according to (2.3) and (2.4), respectively, with ¢’ =1/ NJ(i()k)
and clusters given by households, are to be collected for all individuals
included in one subsample, namely the subsample drawn according to
principle 1 which is subject to data collection for the eighth, and thus the
last, time’. For Statistics Sweden, data collection on Y” and Z" canbe

seen as a consequence of Regulation (EC) No 430/2005.

In principle, the LFS may be used to produce estimates of household-related
parameters for the reference period month, but we will only consider the case
when the reference period is year, i.e. a twelve-month period starting with January.
The general parameter of interest is

2
T, =2t .1)
i=1
with

() —

5/52 fori=3,6,9,12
4/52 otherwise

i.e., the a-weight is defined as the number of reference weeks in the month divided
by the total number of reference weeks during the year.

From the description above, it follows that in order to produce an estimate of (5.1),
a total of 66 subsamples are needed; 33 drawn according to stratification principle
1 and 33 drawn according to stratification principle 2. In Appendix 5, an overview
of the subsample-structure and the data to be collected during each month is given.
The presentation draws on the fact that since any given subsample included in the
LFS will be subject to data collection at eight equidistant time periods, three

* Of course, more than one household related variable is to be collected, but for this
report it is enough to consider the case when Z® is a scalar.
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months apart, the 66 subsamples required to estimate (5.1) can be grouped into
three groups such that each subsample belongs to one and only one subgroup.

Despite the somewhat complex sampling procedure described above, at the
monthly level all subsamples are treated as independently drawn stratified simple
random samples, with strata given by the strata used for drawing the annual
samples. More formally, let U,  , denote the setof N, individuals that

constituted stratum h in the annual sample, drawn according to stratification
principle 77, from which subsample s, , was obtained. Furthermore, let

S,vn =S,y MU, denote the subset of n, , individualsin s , thatbelong to

n.v,h 7,Vv,h

stratum h, =12, v=1..33,and h=1,...,H ,-In producing LFS-statistics, the
subsample s, is treated as a simple random sample from U, . Thus, for

kes the first-order inclusion probability used is 7, , =n,,, /N

n,v,h n,v,h* For any

nwv,h 7

pair of strata h=h’, s, and s . areassumed to be drawn independently. From

a statistical point of view, this implies ignoring the fact that subsamples obtained
from the same annual sample are indeed independent. However, given the small
sampling fractions, ignoring the dependency is merely a theoretical problem.
Moreover, as the designs used for selecting the annual samples are likely to be at
least as efficient as stratified simple random sampling using the same sample sizes,
stratification-principles, and sample allocations, treating the subsamples as
stratified simple random samples is expected to result in a conservative variance
estimator.

5.2 Producing household-related LFS-statistics using
HUUVA 1.0

As indicated in section 4.2, the software ETOS 2.0 may be used to produce an
estimate of T, in such a way that the consistency requirement Commission

Regulation (EC) No 430/2005 is fulfilled. However, in order to simultaneously
address the issues of point and variance estimation, a set of SAS-macros,
collectively labelled HUUVA 1.0, has been derived. HUUVA 1.0 may be seen as an
extension of ETOS 2.0, aimed at implementing the estimators presented in sections
3 and 4. However, in order to arrive at a working solution given the constraints
imposed by the budget and time available for the task, the solution HUUVA 1.0
offers covers is somewhat restricted in comparison to the theoretical results
presented in this report. Below, a brief description of how HUUVA 1.0 may be
used for producing household-related LFS-statistics is provided. For more detailed
information on HUUVA 1.0 in general, see Andersson (2015).

5.2.1 Point estimation
In principle, HUUVA 1.0 allows for estimation of (5.1) according to the estimator
(3.13), the estimator derived in section 3.2, with response homogeneity groups

coinciding with strata within subsamples. Let 1), =r{) nU

Y ,vn denote the subset

0
of m,vn

v=1..,33, h=1..,H, and i=1,...12. Moreover, let Q, ={i,i+3,i+6,...,i +21}, i.e,

Q; denotes a set of numbers that indicate for what values of Vv, data for k e s

individuals in r,;iv) that constitute the response set at time i, for =12,

nv’

n =12, are to be collected at time i, i =1,...12. Taking the description given in

section 5.1 and the presentation in section 3.2 into account, response homogeneity
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groups coinciding with strata within subsamples imply that for k es, ., =12,
v=1..33, h=1.,H,,

- {m;(,i,)v,h In,., ifveq,

6o —
Al .
N,n/N,,, Otherwise

However, in order to obtain a weight-system that exactly fulfills the consistency
requirement, some minor adaption of (3.13) is necessary. The starting point is the
following expression from (3.14),

t = (@ - H0yBY +i0 62)

Rather than using (3.13) with (5.2) as the estimator for t{, household-estimates are

based on (5.2) with fg'y)c replaced by ESy)CVLFS , the official monthly LFS-estimate of
t’ for month i =1,..12. The main reasons for this is that at time i, i =1,...12,
HUUVA 1.0 will use only those individuals for which data are available on both
the individual-level variables x{” and y!, and the household-associated variables
Y and Z{”, in defining the response set r” for v=i.However, in the
production of official monthly LFS-statistics, for month i=1,...12, all response sets
are defined on the basis of availability to data on the individual-level variables x{"

and y" only. Hence, in order to obtain a weight-system which is in line with the

requirements, using t(a'y)c,LFS is essential. Moreover, using t(a'y)c,LFS in deriving the
(1)

ayc 7
microdata provided as input to HUUVA 1.0, means using more of the data actually
available.

estimator for T,, rather than computing t according to (3.12), from the set of

To compensate for the fact that the number of respondents who provide household
data at the monthly level is fairly small, given the large number of classes implied
by the vectors x and y used in the estimation, regression estimation is applied at

the quarterly level rather than the monthly. The starting point is the following
alternative expression for (5.1),

4
t(K)

i

1Ty

where

3K o
t= > 4a0t? (5.3)

i=3(x-1)+1
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with x =1,...,4 indicating quarter. That is, T, may be seen as an average of four

quarterly totals, where each quarterly total in itself is a weighted average of the
monthly totals for the months in the quarter. The factor four in (5.3) serves to
rescale the a-weights to the quarterly level, i.e., to guarantee that the weight
system used sums to one for each quarter.

For x=1,....4, let

3k
(%) — (OO
ta’;c LFS — 243 tayt:,LFS
i=3(x-1)+1

Moreover, let

3k
F) _ H3(0)
t = > 4at{

i=3(x—1)+1
with
0 _ N Y S N 0)
i) _ _ v, i
R _qu‘i’ K0 =2 m® Zq“v’n Y
v=l ' 1,vk Y1,vk v=i h=1 tl v h .
5 (x) SIRUE TOREIE SO
K 1 1 - I I
BY=( > 4a"TR)* > 4a"TH
i=3(x-1)+1 i=3(k-1)+1
with
i Y(i)Y(i) i BN
(i) kK Tk 1,v,h (i) (i)
TYY erl(:/) é(i) _Z m(.) Zrl(lv)hY Y,
v=i Ty v=ih=1 Mhayh v
and
Y(l)z(l) i BN
i) _ Lv.h )= ()
TYZ zzrlv e(l) _ZZ m(l) Zrl(i/)h Yk Zk
701k Oruk v=i h=1 Ty ,h v

respectively, and
£ = S 4ati

i=3(x—1)+1

with
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i Hp

D) 1.?“ PIREY

rlv (')
71 vk 61 vk v=i h=1

t! £ — Z Z
The estimator actually used for point estimation of household-related statistics is

4

Zf’(l«)

;= 2 (5.4)
4

with

(K) T(x)
(tayc LFS

~EYB

Whereas 1) . must be provided as part of the input to HUUVA 1.0, t°, B,

and t{, x =1,...,4, are computed directly from the microdata which must be part
of the input to HUUVA 1.0.

5.2.2 Variance estimation
For kes, , let p®

. denote the element-specific weight associated with element k

in the productlon of LFS-statistics for month i =1,...12 . The results in sections 3
and 4 are based on the explicit assumption that the b-weights are non-stochastic.

However, in the LFS, this assumption is not fulfilled. In essence, at time i, b{), for

kes,,, Ve, may be interpreted as a nonresponse adjusted version of the weight

nv’

ﬂ-ﬂvk ﬂ'-r]Vk
ZZ” " 8ty + )
nVvk
n=lv'eV;

Nevertheless, the b -weights are treated as non-stochastic in the monthly
estimation.

Although it is highly likely that for any individual included in the LFS, the b -
weights will vary somewhat over time, HUUVA 1.0 only allows for one b -weight
per sampling unit. Therefore,

77,VK ~17,vk

12
> (v eQ)RY, b
i=1

n,vk =

12
D I(ve)RY,
where
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1 ifveQ,
0 otherwise

I(VeQi)z{

and

7,VK

o 0 ifker®i<v<i+Vv-1
1 otherwise

n=12,v=1.,33,i=1..12, is used when producing variance estimates for
household-related statistics. In analogy with the monthly LFS-production, the b -
weights are treated as non-stochastic in the estimation.

For x=1,....4, let

ki
9= 34200
i=3(k-1)+1

3K
() _ (OH0)
t = §4a t
i=3(x-1)+1

with

S0~ b, X _ <
=2 ermm =2

n=1 veQ); 7,vk Y n,vk

3K
T(x) _ ()3 (i)
t) = > 4at)

i=3(r-1)+1
with t{) analogous to t%), and

~ 3K o~ 3K Ca
BY =( > 4a"T)™* > 4a®T)

i=3(x-1)+1 i=3(x-1)+1

with
(e ()
- 2 b XX\ 2 N '
(i) _ vk Nk Nk _ nyv,h (i) (i)
T = ZZZ,;Q G0 > G Zr,;iv)h b, Xic X,
n=1veQ; ﬂq,vk vk n=LveQ; h=1 i,y h o
and
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. y® 2
LRI S DY YD WY

1
=L veny T, 9,5 D PERVEVATE | | M

respectively. Using the above definitions, together with t{, B*), and {*) as

defined in section 5.2.1, let

3 £(x)
tZK
s ; ¢ (5.5)
: 4
where
t‘”’ (t(") t(’“)) B(K) + (fg’;) —f(Y"))'égK) +fz(") (5.6)

with é(a’z‘) = é(a’;)é(z") . Even though point estimates are derived using T, according
to (5.4), variance estimates are derived under the assumption that the point
estimator used is T, according to (5.5), which can be computed directly from the
set of microdata which must be part of the input to HUUVA 1.0.

The variance estimates are computed according to (4.7), taking into account the
assumptions and modifications previously introduced in section 5. For k s, ,, let

U,(,Izlk = a(l)(br; vkdrglvk ef,',lk)
with
. 'A . . 'A . .
40 - yo BYW —x BE® ifker) andveV,
nvk .
otherwise
and
/
) (i) (i) Rx() (i) i
e’(Y.)Vk _1Z,”=Y,." B; ifker, andv =i
0 otherwise

where «(i) denotes the quarter to which month i belongs, =12, v=1...,33,
i=1..12. After proper modification, the variance estimator actually used becomes
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o 2 33 12 R 2 33 12
— (1) (i) (i)
VM) =22 >V 4V )+ >V, — DV, (5.7)
n=l v=1 i=1 n=1 v=1 i=
where
i) 2 (i) 2 (i)
n. H, N2 n zr(i) (uiyl,vk) _(z,(i) uryl,vk) /mryl,v,h
V(I) _ Z nv,h (1_ nv,h ) nv.h nv.h
10V — n N m(i) -1
h=L 'l vh nv,h nv.h
; (i) 2 (i) 2 (i)
Hy N2 m® Zr(i) (unl,vk) _(Zrm urzl,vk) /mql,v,h
V(I) — Z nv,h (1_ n,v,h) 1.v.h v.h
2y m® n m® —1
h=1 n.v,h nv.h nv,h
$ OO P I0ORY N OITMOINZIORY
1 1 1 1 ] ]
R i szh n o Sy (z Rl],vkun,vk leq,vk _(qu‘vthRq,vkun,Vk /Hn,vk) /nq,v,h
V — nv, (1_ nv, ) i=1 i=1
7,8V
h=1 nr],v,h NI],V,h ni],v,h _1
and
(OIMORPIORY M ) 7o 2
\7(i) B Hy N;,v,h (1 n)],v,h )zsq‘v,h (Rq,vkuq,vk /eﬂ,vk) _(zsq‘v,h Rn,vkuﬂ,vk /HI],Vk) /nn,v,h
nsv
h=1 nn,v,h Nn,v,h nl],v,h _1

Thus, the variance estimate will reflect the variance of 'I:Z according to (5.5), rather
than the variance of the used point estimator, T, according to (5.4). However, the
fact that T, and T, are defined in the same manner, the main difference being that
T, is based on somewhat more available data than T,, suggests that V (T,) <V(T,).
Under assumptions AT and A2 made in section 3.2, using V (T,) according to (5.7)

as the estimator for V (ﬁ) , should thus amount to using a conservative variance

estimator.

It should be noted that for =12 and i=1,...12,

; () 2 ) 2 (i)
Hy N 2 0 5 (U - 5 u /m
V(l) +V (i) _ Z Nry,v,h (1_ mn,v‘h ) Z"ﬂh( ”'Vk) (ZE§3h ”’VK) 7vh
17,5V 2,0y (i) N (i) l
h=1 mi],\/,h nVv,h mr],v,h -
(i) 2
Hy i
- Nn,v,h 2 (i) \2 (255,3,h ”"’k)
~ Z( (i) ) [Zr(i) (uq,vk) - ) ]
ha Myin 7w m,on
for veQ,, and Vl,(riy),r,v +V2(yi,])y,vv =0 for v ¢ Q. Moreover, as () =m{) /n,  for

0)
k e lovn s

n=12,v=1..33 and i=1,...,12, it follows that
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Zréfv’,n 1(7I\)/k (Zru U(I)vk) m,un

nv,h Nl],v,h nl],V,h 1

T
z,,“ VLY, ()7 ———2—]

2
n, [\ U

]]V h nr],v,h
for veQ,, and V,]('S)v 0 for v ¢ Q,. Hence
(T S0 0] @)
1 1 I
v T ZZZN1'7FV+V2nrv)+ZZ(\/ﬂSV zvﬂsv
n=l v=1 i=1 n=1 v=1
2 33 2 33 12 - ) "
I i I
= z VTZ,S,V +Zzz 1nryv +V27]rv Vr]Sv)
n=1 v=1 7=l v=1 i=1
2 33 2 33 1 vh 0 1
~ 77 I
~ z Vn,s,v + Z (,) ) (zr(l) u vk) ( T)
n=1 v=1 n=1 v=1 |:1 :7v h nVv.h m:],v,h

Thus, if (Zrm ul’)? ~0 forall =12, v=1,..33 and i=1,...12, it follows that

LATS 33

n=1 v=1

which is very easy to compute.
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6 Concluding remarks

Design and analysis of surveys over time is an issue of great importance in the
production of official statistics. Examples of relevant, fairly recent, references are
Duncan and Kalton (1987), Binder (1998), Kish (1998), Holmes and Skinner (2000),
Nordberg (2000), Berger (2006), and Steel and McLaren (2008). Even so, there are
outstanding issues, in particular regarding variance estimation. The main reason
for this is that the issue quickly becomes complex, when the specificities of
sampling design, nonresponse and point estimation are taken into account.

The work presented in this report emanates from work carried out regarding
estimation of household-related statistics in the LFS. More specifically, at the outset
the goal was to decide on how to compute point and variance estimates in such a
way that (a) the used estimators are theoretically justified and (b) the consistency
constraint imposed by Commission Regulation (EC) No 430/2005 is fulfilled. As a
bonus, the proposed solution turned out to be possible to implement through
adaptation of the already existing software ETOS 2.0, the result being the software
HUUVA 1.0. Since the software was developed with implementation for the LFS in
mind, it is somewhat less general than the theory presented in sections 3 and 4. On
the other hand, HUUVA 1.0 is very general in terms of what parameters it
provides point and variance estimates for. Although the focus in the report has
been on estimation of T,, the software allows for point and variance estimates to

be derived for any parameter of the type

0=1f(T,)

z

where f denotes a rational, scalar-valued, function and T, is a vector of
household-related totals.

Despite being initially derived with the LFS in mind, the general results presented
in this report are valid for any sample survey that can be described using the
generic design introduced in section 2. Moreover, the results presented can easily
be extended to cover also point and variance estimation for estimators of change
over time. Thus, the theoretical results presented should prove relevant and useful
in a more general context as well.
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Appendix 1 Data to be collected, | =3 and V =3

For | =3 and V =3, the notation in section 2 implies that the following data are to

be collected:

For Time-point i
1 2 3
1 1
) ORI
€S @
and Z,
@ @ v
K @ O XY Y
€S, Xy, Vi 470
and Z,
® B yO
X Y s Y
kes x®  y@ x®@ @
3 y y ®
k 7 Yk k 7 Yk and Zk
® @
kes, x?, y@& X Yy
3 3
k s, X,y
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Appendix 2 Definitions of d§ and e!, 1 =3 and V =3
For | =3 and V =3, the notation in section 4 implies the following definitions for
d{) and ef):
v Time-point i
1 2 3
For k €5,

1 For ker®:

! ’
@ _ 0 RO o RO
d;’ =y By —-x.’B

az

For ker?(=s):

2 2
dl(k) =0, el(k) =0

3 .
For ker®(=s):
@ _p e® —
dy’ =0.¢, =0

’
o _70 O RO
€ = Zk _Yk Bz
For k ¢ "
W _ o _
dy’ =0, e =0
2 For ker: For ker{?: For kerP(=s,):

’ !
@ _ O po RO
de _yk Bz _Xk Baz

e -0

For k g r{V:
W_g e®_

d;) =0, &/ =0

’ r
@ _y@ p@ 2 Rp@
de _yk Bz _Xk Baz

’
2 _ 7@ 2 p(2)
€ = Zk _Yk Bz

For k ¢ r{?:
@ _g @ —
dy’ =0, &5’ =0

3 3
dz(k) =0, eék) =0

3 Por ker®:

’ ’
@ _,,0[p1 @ RO
di’ =y, By —x’ By

For k e r{?:

’ ’
2 _\, Rp® (2 R
dy’ =Yy¢ B =% B

For ke r{¥:

’ ’
@ _yO®pod @) M)
d3k _yk Bz _Xk Baz

(1) (2) "~
ey =0 e, =0 B _70 _yO® R0
3 3k ey =4, - Y, B;
For k g ri": For k ¢ r?):
1 1 2 2
d3(k) =0, eék) =0 dék) =0, eék) =0 For k€f3(3)1
@ _ @ _
dy’ =0, e =0
4 For kerP(=s,): For ker®: For ker®:
di =0, e} =0 2 2 B 2) B 3 3 B3 9 B
#-0. ¢} 4 =y BB P =y B0 -7y
o =0 e =0
For k ¢ r,?):
3) .
d? =0, e? =0 For ker,”:
@ _ @ _
d;’ =0, ey =0
5 For kerP(=s): For ke {?(=s,): For ke ¥
di =0, e =0 di? =0,e? =0

! ’
@) _ 03 RO ORI
d5k _yk Bz _Xk Baz
(@ _
g =0

For k g ¥ :
®_g o® _
dg’ =0, & =0
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Appendix 3 Unbiasedness of (4.3)

As previously mentioned, conditional on s,, m{’,..., mY, the set rd) is an SI-
sample of size m(') from the n(') elements in s, g =1,..,G", i=1..,1 and
v=1..V", under assumptions Al and A2,. Thus, under A1 and A2, it follows that
for ke S\Eig)

Ewl(RE)* IM{,.omP,s,) = Egp (RE M ...mP s,) = 6 = mi) Ini) = 65
Moreover, for k =1 ,{k,1}e S(') it follows that
Eeo(RVRY [MY,...m®s,) = 09 (m&) ~1)/(n ~1) = 03
Thus, for i =i’ it follows that

HRO,® ,® i )
R R kauvIU | (|) m(l) S) zz ukauvIU
0(") v Sy
Ty Ova 7

Eeo (2.2,

Furthermore, it follows that for any {k,1}€s,
Eeo (RERY Im® . om® s ) =RVEL (R ImP ..., mW s )= R(')Q('
for i <i’. Thus, it follows that

OR) @) ()
R R ukauvIU|

Erp (ZZ - k|9(|l|l)

0] (i) (I) (€] i) @)
Rvk ERD(R |m m S\/)ukauvIU

ZZSV Vk|9(l)9(l =
22 T

m®,..,m® s )=

v !

vk “vl
(OO
Rvk kauvIU
20
kaHvk

for 1<i<i'< | .Repeating the step above, conditioning on m{,...m® s, it follows
that
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R\fli)u\EII()U u\(/:EJ (i) 1) _
RD(ZZ (I) |mv l""mv ’Sv)_
Tk evk

1
Ero (RE 1MV, m(P s, Jugd, uilh

R v _
Z st 7 év(ll) -
22

(O]
uvk qul U

T

Since

u® @

E, (X2, “'“) 220 Uouid = (0, U ), uiy)

for any combination of i =
assumptions Al and A2,

R(I)R(l)u(l) u®

£ [Ep(RYTY, St |

4 AGii)
i=1 i=1 7 O

46

5,)1= (ZZUU

1..,1 and i’ =1,...,1, it thus follows that under
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Appendix 4 Results from a small-scale simulation study

In order to evaluate the properties of \7('I:Z) , as defined in (4.6), a small-scale
simulation study was performed for the case | =3 and V =3. For the study, an
artificial population U, of size N =10000 was generated using the approach discussed by
Axelson (2000). Thus, the population was generated using a slightly modified version of
the method suggested by Vale and Maurelli (1983), which allows for the generation of data
according to a multivariate nonnormal distribution with specified correlation structure and
given marginal means, variances, and coefficients of skewness and kurtosis. In generating
the population, the correlation structure and the univariate moments for the variables in the
real-world population MU281 (S&rndal, Swensson, Wretman, 1992, Appendix B, pp. 652-
659) was used as input. Hence, although artificial, the population used in the simulation is
similar to MU281 in terms of the univariate moments of the variables and the pairwise
correlation structure. In what follows, the variables in the simulation population are
referred to using the names of the corresponding variables in MU281.

For element k eU, y{’ = (1, ¢/"REV84{™)", i =123, where REV84{ refers to the
value obtained for REV84 in the generation of U and &’ ~ N(u ,,07%,) , with
y y

NLO) i
N(luy(l)'lo-)zl(i))z N(ll,Ol) |
N(.3,01) i

1
2
3

If used, the X -vector for element k eU at time i =1,2,3, is given by
X = (1,£"5820™)", where S82 refers to the value obtained for S82 in the generation

of U and & ~ N(yx(i),af(i,), with

N@LO) =1

N i)y 2i = -
(,Uxm CTX()) {N(l,0.0S) i—23

The study variable is given by z” = RMT85{” ,i =1,2,3, where RMT85{" refers to
the value obtained in the generation of U . Generated once, the values of all variables
remain fixed throughout the whole simulation exercise.

In order to evaluate V (T,) under both simple and more complex conditions, the
more complex ones possibly being more relevant from a practical point of view, 16
different scenarios were studied. The scenarios are given by all possible
combinations of no- and yes answers to the following four questions:
- Q1:Is the auxiliary vector x used in the estimation?
o Ifno,all terms of T, and V (T,) involving x and are dropped.

0 If yes, the x -vector defined above is used.
- Q2: The first time data are to be collected for the elements in sample k €5,

do the elements have differentiated response behavior?
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0 Ifno, all elements in s, will respond with the same probability,
g =0 =0.75 for k € s,, where i, denotes the first time point
when data are to be collected for k €5, .

0 If yes, the population is divided into two groups after increasing
size of the variable P75, with the third quartile of P75 used as
threshold. Elements belonging to the same group respond with the

same probability, i.e. 4" = HV(;V) forall kes,, g=12, with
g0 _ 08 g=1
" 06 g=2
o 6y =6y forallkes,, g=12.
- QB:If data are to be collected for k s, at time i>1,, do the response
behavior at time i > i, depend on the response behavior at time i—1?

o Ifno, 6y =6} for kes, attime i>i,.
o Ifyes,

o |09 forker(™
evk = (i-1)
0.25 forker,

for k es, attime 1>,

- (Q4:Is stratified simple random sampling used?
0 Ifno, s, isdrawn from U using simple random sampling, with

N, =10000 and n, =200, v=1...5.
o Ifyes, s, is drawn from U using stratified simple random

sampling, with two strata, defined after increasing size of CS82,
with N, =7500, N,,=N-N,,,and n,, =100, h=12, for

v=1..,5.

A total of M =5000simulation runs were carried out for each of the 16 scenarios.
Under each scenario, let 'I:Z'm and \7(1:va) denote the estimates computed
according to (3.13) and (4.6), respectively, for simulation m=1,...,M , using
response homogeneity groups that coincide with the true response distribution as
implied by the combined answers to questions Q3 and Q4 above. Let RB, [V (T,)]

denote the Monte Carlo relative bias of \7(1:Z) , defined as

i\? (T,.)/M
RB,,. [V (Tl)]=100[m=13—2—1]

fZ

where
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and let EC,,.[T,,V (T,)] denote the Monte Carlo empirical coverage rate of an

approximate 95 % confidence interval with endpoints given by T, +2[V (T,)]*, ie.

M
> I(Cl,>T,)
EC,[T,.V(T,)] =100

where

- 2
(Tz,,\m rTz) <4
V(T,)
0 otherwise

1cl 5>7,)=4+ I

As each scenario is evaluated under circumstances such that the results in sections
3 and 4 are valid, V (T,) is approximately unbiased according to theory. This

expectation is not gravely contradicted by the results on RB,,. NV (T)1, presented in
table 1 below. Furthermore, the results on EC,,. ['I:Z ,\7('I:Z )] indicate that the

expected coverage rate of a confidence interval with endpoints given by
T, + 2V (T,)]°° is close to 95 % under each scenario.
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Table 1
Simulation results
Scenario Answer to RB, [\7('|:Z )] ECyc [fz 7\7('I:Z )] No of runs
when
assumption A2
was not fulfilled
Ql Q2 Q3 Q4 (%) (%)
1 N N N N 0.9 95.0 0
2 N N N Y 24 95.5 0
3 N N Y N 0.1 95.2 0
4 N N Y Y 29 95.7 0
5 N Y N N -5.1 94.6 1
6 N Y N Y -1.5 95.2 1
7 N Y Y N -0.5 95.0 0
8 N Y Y Y 29 95.6 0
9 Y N N N 24 94.2 0
10 Y N N Y -0.9 95.0 1
11 Y N Y N 0.0 95.5 0
12 Y N Y Y -1.6 949 0
13 Y Y N N -7.5 93.8 0
14 Y Y N Y -1.5 95.3 1
15 Y Y Y N -3.6 949 0
16 Y Y Y Y -2.3 94.8 0
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Appendix 5 Overview of the LFS subsample-structure

Principle No.

Subsample s, ,

Data to be collected for k € s, ,, month i

d v from annual 1 4 7 10
sample for year

1 1 T-2 x®, y®,

Yk(l) , Zlgl)
N

Yk(4) , ZK(4)
U7 e 0 O 0
Yk(7) , Zé7)
1 10 T _1 XE[) , ﬁl) X(k4) , ﬁ4) XS) , (k7) X(k10) , ﬁl[))
Y,
7 i510)

1 13 T -1 X(l) , EI.) Xf(4) i ﬁ4) X£7) , f(7) X(klo) i ﬁlO)
1 16 T _1 Xﬁl) , ﬁl) X(k4) i ﬁ4) XE) , f(7) X(klO) i ﬁlO)
1 19 T -1 X[((l) , ﬁl) Xf(4) i £4) X£7) , f(7) X(klo) i ﬁlO)
1 22 T X[((l) , ﬁl) Xf(4) i ﬁ4) X£7) , f(7) X(klo) i EI.O)
1 25 T X(k4) , ﬁ4) XS) , (k7) Xﬁlo) , ﬁlO)
1 28 T XS) , fj) X(klO) , ﬁlO)
1 31 T xﬁlo) , yf(m)
2 1 T-2 x®, y®,
I
. A O A ON
I A O U L
A O O L
2 16 T _1 X(l) , ﬁl) X(k4) , ﬁ4) XS) , (k7) XSO) , ﬁlO)
2 19 T _1 XS) , ﬁl) X(k4) , ﬁ4) XS) , fj) X(klO) , ﬁlO)
I N O OF (R L
2 25 T X(k4) , ﬁ4) XS) , (k7) XSO) , ﬁlO)
2 28 T x(, y® x (19 | 0
2 31 T X0, yo)
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Principle No. Subsample s, , Data to be collected for k €s, ,, month i
d v from annual 5 5 3 1
sample for year

1 2 -2 x®, y@,

Yk(z) , ZIEZ)
1 5 r—2 Xﬁz), y(k2) Xﬁs) , yﬁs),

Yk(S) i ZIES)
1 8 r—2 X£2) , y(kZ) X(kS) , £5) Xﬁs) , ﬁs) ,
Yk(B) , Z&B)
1 11 T -1 XﬁZ) , y(kZ) X(kS) , ﬁS) X(kS) i y(kB) Xill) , yall) ,
Yk(n) ,
b 1511)

1 14 T _1 XﬁZ) , ﬁZ) XﬁS) , ﬁS) X(kB) i (kB) Xf(ll) , (kll)
1 17 T _1 XﬁZ) , £2) Xﬁs) , ﬁS) X£8) , £8) Xﬁll) , (kll)
A O O O O e
1 23 T Xﬁz) , ﬁZ) Xﬁs) , ﬁS) XﬁS) , iB) X(kll) , (kll)
1 26 T XﬁS) , ﬁS) X(kS) , (k8) X(kll) , (kll)
1 29 T x®, y®  x0 g
1 32 T X,y
2 2 -2 x@, y®
25 ez @yP X0
2 8 - 2 XﬁZ) , £2) Xﬁs) , ﬁS) X£8) , £8)
. A O O O O
2 14 T _1 Xﬁz) , ﬁZ) Xﬁs) , ﬁS) XﬁS) , iB) X(kll) , (kll)
27 el K0P PP K00 Xy
2 20 T _1 XﬁZ) , (k2) XﬁS) , ﬁS) X(kS) i (kB) Xf(ll) , (kll)
2 23 T X£2) , (kZ) X(kS) , ﬁS) X(k8) , (kB) X(kll) , (kll)
2 26 T X(kS) , ﬁS) X(kS) i (kB) Xf(ll) , (kll)
2 29 T x®, y® XD yan
2 32 T XD, yan
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Principle No. Subsample s, , Data to be collected for k €s, ,, month i
n v from annual 3 6 9 1
sample for year
1 3 -2 x®, y9,
Yk(3) , Zé3)
1 6 r—2 Xf<3), y(ks) XﬁG)’ yﬁe),
Yk(ﬁ) , ZéB)
1 9 r—2 x®, y@ x©®  y® X, y©
Y©, 2O
1 12 T _1 Xf<3) i yl(<3) Xf(ﬁ) i ﬁﬁ) Xﬁg) , f(g) X(k12) , yﬁlZ)
, Y,
b 1512)
1 15 T _1 X|((3) i ﬁS) X(kﬁ) i ﬁﬁ) Xﬁg) , f(9) XE(lZ) i ﬁlZ)
1 18 T _1 X(k3) , £3) X(k6) , ﬁﬁ) Xﬁg) , (k9) X(k12) , ﬁlZ)
. O O e
1 24 T X(k3) , £3) X(k6) , ﬁﬁ) XE(Q) , (k9) X(k12) , ﬁlZ)
1 27 T X(kG) , ﬁﬁ) Xﬁg) , ﬁg) X(k12) , ﬁlZ)
1 30 T x©, y© X2 | ya2)
1 33 T X2, y2)
2 3 -2 x®, y®
N
2 9 - 2 X(k3) , £3) X(k6) , ﬁﬁ) Xﬁg) , (k9)
O O T e
2 15 T _1 X(k3) , £3) X(k6) , ﬁﬁ) XE(Q) , (k9) X(k12) , ﬁlZ)
2 18 T _1 X(k3) , £3) X(kG) , ﬁﬁ) Xﬁg) , yﬁg) X(k12) , ﬁlZ)
2 21 T _1 Xf(3) i (k3) Xf(ﬁ) i ﬁﬁ) Xﬁg) , f(Q) X(k12) i EI.Z)
) 24 T x®, y@ x©®  y® X, y® x|y
2 27 T Xf(ﬁ) i ﬁﬁ) Xﬁg) , f(g) X(k12) i ﬁlz)
2 30 T X0, y®  x@ e
,
2 33 T x , yt2
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