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ABSTRACT

A class of estimators is presented, which is designed to reduce the
impact of large observations in highly-skewed data such as those from
business surveyse The class is defined for arbitrary inclusion probabi-
lities. One estimator in this class is shown to have particularly good
properties. This estimator and two others are compared and an example
from a Swedish financial enterprise survey is presented where the pro-
posed technique has been successfully applied.
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1. Introduction

Populations with highly-skewed variables are common in survey practice.
Well-known examples are production, sales, investment and employment in
enterprises or incomes and fortunes of individuals. Surveys of these
types of populations and particularly estimates for small domains in
them give rise to special difficulties, one of which is treated in this
paper, namely the problem of large, true observations with small inclu-
sion probabilities which, according to the Horvitz-Thompson estimator,
are to be inflated with the inverse of this probability.

Of course, at the design stage you theoretically should have chosen
your inclusion probabilities approximately proportional to the variable
values of the survey units, perhaps with a take-all stratum for the
very large ones. But in practice, due to insufficient beforehand know-
ledge and the rapid changes of the units, you often end up with some
observations far away from the bulk.

Sometimes this problem is addressed as an outlier problem. Strictly
speaking this is not a proper label since the large observation is
correct and comes from the same distribution (population) as the rest
of the observationse. It is also a fact that the vast literature dealing
with outliers in statistical data does not address the estimation prob-

lem in finite populations.

Instead there are some scattered papers with direct relevance to our

problem.

Searls (1963) in his Ph.D. thesis compares several estimators of the
population mean, some of which are based on changing the weight or
value of those observations, which are larger than a predetermined
value t. The other estimators in the comparison use Winsorizing or
trimming techniques. Searls (1966) is an accessible short version of

his thesise.

Fuller (1970) studied one~sided Winsorized means for skewed popula-
tions, Winsorization being applied to the largest observations only,
assuming that the right tail of the distribution is well approximated
by the tail of a Weibull distribution.



Jenkins, Ringer and Hartley (1973) studied root estimators, that use
root transformations of different degrees (mainly square roots) of the
original observations. They showed that the square root estimator can
provide substantial gains in efficiency over the sample mean when samp-—

ling from highly skewed populationse.

Ernst (1980) continues Searls work and proves under certain conditions
(including a continuous population distribution) that the estimator
which substitutes t for all sample observations larger than t has mini-
mum mean square error among several classes of estimators of the mean.

Hidiroglou and Srinath (1981) explicitly studied simple random sampling
without replacement from finite populations and analyzed four
estimators in which the weights of the large units were changed
(decreased). They compared the estimators unconditionally as well as
conditionally on the number of large units in the sample.

Moyer and Geissler (1984) use a different technique for identifying the
large observations based on the ordered sample and an estimation
procedure called semi-Winsorization. They also present a useful bias
adjustment procedure designed to reconcile domain estimates with global

estimates.

In this paper a class of estimators is presented which technically work
by changing the value instead of the weight of the large observations.
Within this class three estimators are compared. One estimator is
equivalent to changing the weights of the large units to one. Another
estimator corresponds to Searls-Ernst estimator which substitutes t for
all sample observations larger than t. The third estimator is in a
sense a combination of the two others since it gives a weight of one to
that part of the value which is larger than t but the unadjusted weight
to the value t itself. This estimator in a sense tries to catch the
"limit of representativity” by inflating the observed value only up to
this limite.



In section 2 the estimators are presented and some (very simple) theory
is given concerning their error structure. In section 3 numerical
examples are given based on simple random samples from an approximately
lognormal finite population. In section 4 an example from a Swedish
financial enterprise survey with stratified random sampling is given,
where the practical usefulness and applicability of the proposed
technique is also demonstrated. In section 5 there is some concluding
discussion of the problem.

2 The estimators

We want to estimate a population total Y= ZT M4 The class, in which

the estimators of this paper falls, is as follows:

- E(y) if y /m > T
Z =75z /n where z, =
5 kk k (y,) if y./n, £ T
Yk Y/ T =

e is the variable value and T the inclusion probability of unit k. &
stands for summation over the sample. For the estimators studied in

this paper f(yk)<yk and g(yk)=yk since we deal with positively skewed

S

populations. (For negatively skewed populations we would choose
£(y, )=y, and g(y, )<y, )

Taking expectations and variances of Z we get

- _ N
E(Z) = Zl Zy
V(%) = ZN ZN (m, ,~m . )Cz, /=, )(z,/n.) and
1 71 kl k'l k' "k 1°71
Bias(Z) = 3\ (z,-y,)
as 1 VTV

The results are obvious regarding z, as just any kind of wvariable in
the survey. As unbiased estimates of V(Z) and Bias (Z) we, by the same

reasoning, obtain:

%(E) = ZS ZS (1—nkn1/nkl)(zk/nk)(zl/nl) and

Bias(Z) = Zs(zk-yk)/nk
and we may estimate the mean square error of Z as

-~ A - A - -2
MSE(Z) = V(Z) + {Bias(2)}

The three estimators that we consider in this paper have the following
form:



7] = Zsoyk + Zslyk/nk with f(yk) = MY

~7

Zp =iy T+ Ig oy [/m with £(y ) = mT and

0 1

Q
D

N
w
i

= ZSO(T+yk~nkT) + Zslyk/nk with f(yk) = nk(T+yk—nkT)

Here S, = {keS:yk/ﬁk>T} and §, = 5=S..

In the sequel these three estimators will be compared, using the mean
square error criterion, to the traditional unbiased HT-estimator

Zo = ZS yk/nk (also a member of the Z—-class with f(yk) = yk)

In Diagram 1 a geometrical interpretation of the three estimators is
given with the observed value at the x—axis ang the inflated value at
the y—axise. We observe that a bad property of Z, is 1ts being
discontinuous at T, which means that in a certain region an increase of
the observed value leads to a smaller estimate. Z, has another bad
property. For sufficiently large observed values its "inflated" value
Pecomes smaller than the observed value which is absurd. The estimator
Z3 lacks these negative aspects in that it is continuous at T and

always increasing.
3. A study of lognormal populations

In order to study the properties of these estimators more concretely
populations based on fixed percentiles of the lognormal distribution
were created. Four populations of size 1000 with different degrees of
skewness were made up by choosing different values of ¢ in its density

function

f(x) = exp(—logzx/Zcz)/UXJEE; giving the skewness

G={exp(02)+2}{exp(cz)—l}l/2

For eight different sample sizes (simple random sampling without
replacement was used) and nine to thirteen expansion limits the mean

square errors of Zl’ Zzand Z3 were calculated relative to the variance

of ZO. The programming language was SIMULA and the IMSL procedure
MDNRIS was used. The results are in table 1 and 2.
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We can see from table la-d that there is typically a unique optimum
value of t (=nkT=nT/N in this case) for which the MSE is smallest for a
given population, estimator and sample size. In the table we can obser-
ve the approximate optimum point and optimum value (marked with *). In
table 2 only the optima are tabulated showing the maximum gain in effi-
ciency that could be obtained in different situations.

We see that the smaller the sample and the skewer the population the
more there is to gain by introducing an expansion limite But in every
case something could be gained. The optimum is quite flat which is

nice since it is difficult to hit at it exactly. Missing it by a factor
of 2 or 3 often does not make much difference. Of course, a grossly
improper choice of expansion limit could lead to a larger error than no
limit at alle. This risk is greater for large samples and non-skewed
populations.

Comparing the three estimators we see that Z1 performs least well:
there is less to be gained in the optima and more to be lost if the

expansion limit is poorly chosen.hThe performance of 22 and 23 is about
even with a small preference for 23, especially for large sample sizes,
due to 1its greater robustness against non-optimal choices of the expan-
sion limit. On the otherAhand the optimum MSE for %2 is usually slight-
ly smaller than that of ZB'

Optimally a larger share of the units should be above the expansion
limit for small samples and for more skewed populations. For these
populations at most some 10% of the population units should be conside-
red large but for large samples less than 1%.

4 An example - exports and imports of services

In this section we give an example, where the estimators presented
above are used. This is the Swedish Survey on Exports and Imports of

Services.

This survey is carried out annually and its objective is to estimate
the total amount of exports as well as imports of services by enterpri-
ses in Sweden. Stratified random sampling with about 15 strata is used
with inclusion probabilities ranging from about 0.0l to 1 (take-all-
strata).



Data from five consecutive years - 1980-84 - were used and the bias,
variance and MSE of the three estimators were estimated for nine diffe-
rent expansion limitse The take—all strata were excluded from the cal-
culationse. The results are presented in tables 3 and 4. We see that the
results for single years are widely apart. The MSE~estimation procedure
is not very robust. But, since the population distributions are believ-
ed to be quite similar from year to year, we may make the assumption
that all the five samples (which are of about the same size) come from
a common population and estimate the variance and bias of the estimator
by the mean of the five yearly estimates. The MSE is then estimated by
the mean of the variance estimates plus the square of the mean of the

hias estimates.

These kinds of estimates provide a basis for a choice of estimator and
expansion limit in successive surveys, where, as often is the case, the
population distribution, the sample size and the allocation of the
sample are relatively stable. Of course, there must be a continuous
follow-up in order to check that the structure of the population does

not change significantlye.

In this case we notice that the conclusiogs from the study of the log-
normal population seem toﬁhold here too. Z; 1s less robust to non-opti-
mal expansion limits and Z; seems to be a little more robust than Z,.
In the optimum there is not much different, however. Significant dimp-—
rovements in the MSE could be made by introducing an expansion limit
also when the optimum point is missed by a factor of two or three.

56 Summary and conclusions

We have presented three estimators which are easy to implement and
could reduce the mean square error by a significant amount when large
n—-expanded observations are present in the population; The studies of
lognormal populations and a real survey suggest that Zj is the estima-
tor to be preferred due to its greater robustness to the choice of
expansion limit. It also has an attractive property in that it is .
strictly increasing when the observed values are increasing. Z; and Z,
both lack this desirable propertye. Z,, which is the estimator that
reduces the weights of the large observations to one, is clearly

inferior to the otherse.

It should further be noticed that it is very simple to estimate the MSE
by adding the variance estimate of section 2 to a squared blas esti-
mates Since a single year bias estimate is very sensitive to large
observations it is usually better to estimate the bias as a mean of
those in several consecutive surveys.
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Table 1: Lognormal populations. Relative RMSE {/MSE(Ei)//V(EO)} of the examined

estimators for different sample sizes and expansion limits.

Table la: G=4.505,yMAx=26.9

t= YV(Zy)
1 2 3 5 7 10 12.5 16 20

Units larger

than t, o/oo 500 244 136 54 26 11 6 3 1

n=5 %1 1.482 1.119 0.882 0.693 0.686*% 0,749 0.803 0.858 0.925
%2 0.957 0.652 0.587* 0.660 0.750 0.842 0.891 0.934 0.965 933
Zg 04953 04650 0.587% 0.661 0.751 0.843 0.891 0,935 0.965

n=10 %1 2,085 1.555 1.191 0.838 0.747*% 0,767 0.810 0.861 0.926
%2 1.349 0.867 0.696 0.686*% 0.758 0.844 0.891 0.934 0.965 658
23 1.337 0.861 0.694 0.687* 0.759 0.845 0.892 0.935 0.966

n=20 El 2,931 2.172 1.638 1.067 0.856 0.802* 0,824 0.866 0.926
22 1.913 1.190 0.878 0.737* 0.773 0847 0.892 0.935 0.965 463
23 1.875 1.170 0.868 0.737* 0.775 0.849 0.894 0.936 0.966

n=50 %1 44559 34366 2.514 1,547 1,110 0.896 0.864% 0,880 0.929
Zy 3.067 1.869 1.289 0.876 0.818*% 0.857 0.896 0.936 0.966 288
53 2,915 1.782 1.239 0.864 0.819*% 0.861 0.899 0.938 0.967

n=100 %1 6274 4.627 3.444 2,075 1.414 1.023 0.923 0.901*% 0,933
%2 4,453 2.695 1.811 1.084 0.895 0.876* 0.902 0.937 0.966 199
%3 4,011 2,435 1.652 1.029 0.884 0.880*% 0,908 0.942 0.969

n=200 %1 84366 6.166 4.583 2.733 1.808 1.206 1.015 0.938*% 0.940
22 6.678 4.026 2,669 1.463 1.056 0.918 0.917* 0.941 0,967 132
23 5.348 3.238 2.170 1.259 0.985 0.914% 0,924 0.949 0.972

n=300 %1 9.586 7.065 5,250 3.123 2,048 1.327 1.081 0.968 0.948%*
Zo 8.742 5.266 3.474 1.840 1.232 0.969 0.935*% 0.946 0,968 101
23 "64129 3.710 2.479 1.406 1.057 0.941 0.939% 0.957 0.976

n=500 %1 10.465 7.717 5.737 3.416 2.239 1.436 1,151 1.007 0.963%*
%2 13.353 8.035 5.280 2.714 1.675 1.118 0,992 0,961*% 0,971 66
Z3 6.698 4.062 2,719 1.537 1.135 0.981 0.964* 0.970 0.983



Table 1lb: G=9.205, yMAX=139 .
= VV(Zy)
1 5 7 10 15 20 25 30 40 49 60 70 100

Units larger

than t, o/oo 500 142 97 62 36 23 16 12 7 5 3 2 1

n=5 El 0.832 0.610 0.550 0,500 0.477% 0,489 0.514 0.542 0.602 0.643 0,705 0.752 0.826
%2 0690 0.446 04428% 0,442 0,497 0.554 0.604 04647 0.717 0.765 0.812 0.847 0.918 3399
23 0.687 04445 0.428% 0,443 0,498 0.555 0.605 0.685 0.718 0.766 0.813 0.848 0.918

n=10 El 1.173 0.846 0.750 0.656 0.582 0.557* 0.560 0.574 0,619 0.654 0.710 0.755 0.827
%2 0977 04590 0.533 0.507% 0,528 0,570 0.613 0.653 0.719 0.767 0.813 0.847 0.918 2397
Z3 0.968 0.586 0.531 0.507* 0.529 0.572 0.615 0.655 0.721 0.768 0.814 0.849 0.919

n=20 %l 1.651 1.181 1.036 0.886 0.746 0.672 0.642 0.634% 0.650 0.674 0,720 0.761 0.829
Zy 1.388 0.807 0.698 0.618 0.586* 0.602 0.632 0.665 0.725 0.770 0.814 0.848 0,918 1686
Z3 1.361 04794 04690 0.614 0.586* 0.604 0.635 0.668 0.728 0.773 0.817 0.851 0.920

n=50 %l 2,569 1.830 1.596 1.344 1,088 0.927 0.832 0.780 0.732 0.728% 0.748 0.777 0.834
22 2,228 1.264 1.061 04879 0,738 0.693 0.688% 0.701 0.741 0.778 0.819 0.851 0.919 1050
23 2.118 14207 1.017 0.850 04726 0.690% 0,691 0.706 0.747 0.785 0.825 0.856 0.922

n=100 El 34537 2.516 2,190 1.835 1.464 1.218 1.061 0,963 0.844 0.807 0.791*% 0.802 0.844
22 3.238 1.821 1.511 1.217 0.955 0833 0.780 0.761* 0.769 0.794 0.826 0.855 0.920 723
23 2.916 1,649 1,375 1.120 0,900 0.806 0.769 0.761*% 0,778 0.805 0.838 0.865 0.926

n=200 El 4,719 3.355 2,918 2.441 1.934 1.589 1.360 1.211 1.007 0.927 0.861 0.846*% 0.863
22 44856 24721 24243 1.778 1.335 1.096 0.963 0.889 0.833 0.829% 0.844 0.865 0.922 482
Z3 3.891 2,195 1.821 1.464 1.136 0.972 0.889 0.850 0.830% 0.840 0.862 0.883 0.935

n=300 %l 54410 3.848 34347 24798 24215 1.815 1.546 1.369 1.118 1.012 0.916 0.883 0.881%
22 64358 3.557 2,927 2.308 1.703 1.362 1.156 1.030 0.908 0.872 0.867* 0.878 0.924 368
%3 4e461 2,518 2.089 1.674 1.287 1.085 0.976 0.917 0.874 0.872*% 0,884 0,900 0.943

n=500 %1 5.914 4,214 3.669 3,073 2.439 2.002 1,708 1.512 1.231 1.109 0.989 0.940 0.917%*
22 9.712 54427 4.459 3.499 2.546 1.986 1.628 1.389 1.116 0.998 0.936 0.917*% 0,932 241
23 4.882 2,770 2.304 1.853 1.430 1.204 1.077 1.004 0.939 0.923% 0.924 0.932 0.960



lc: G=14.697, IMAX 721 "
t=" YV(Zgy)
5 10 15 20 30 40 50 70 100 200 300 500

Units larger

than t, o/oo 211 125 88 67 45 33 25 17 11 4 2 1

n=5 21 0.440 04401 0.376 04358 0.338 0.330*% 0.331 0.345 0.376 0.496 0.598 0.702
22 00371 04328 0,309 0.304% 0,312 04332 04355 0,403 0.468 0,623 0.725 0.856 14119
%3 0.370 0.327 0,309 0.304*% 0.313 0,333 0.356 0.404 0.469 0.624 0.726 0.857

n=10 El 0.620 0.563 0.522 0.491 0.451 04,427 0.412 0.405*% 0.416 0.509 0.603 0.704
%2 0523 04452 04413 0,391 0.375*% 0,378 04390 0.424 0.479 0.625 0.726 0.857 9959
23 0.518 0.448 0.411 0.390 0.375*% 0.379 0.391 0.426 0.481 0.627 0,728 0.858

n=20 El 0.871 0,789 0,729 0.682 0.617 0,572 0.538 0,503 0.486* 0.533 0.613 0,707
%2 06741 04633 0.568 0,526 06478 04457 0.452% 0,463 0.501 0.630 0.727 0.857 7006
23 0727 04622 0.560 0,519 0.474 04456 0.452% 0,466 0,505 0.635 0.731 0.859

n=50 %1 14356 14226 1.130 1,053 0,943 0.862 04795 0.715 0.646 0.596*% 0.640 0.718
%2 1.187 1.007 0.894 06814 0.709 0.646 0.606 0.569 0.563% 0.646 0.733 0.858 4363
?3 1129 0,960 0855 04781 0.685 0.628 04595 0.566*% 0,567 0.656 0.742 0.864

n=100 ?l 1.868 1.688 1.554 1.448 1,292 1.175 1.077 0,952 0.835 0.684 0.682% 0,736
Zy 1.723 14459 1.290 1.168 1,000 0.891 0.815 04723 0.663*% 0.674 0.743 0.859 3003
Z3 1555 1320 1.170 1.063 0,919 0.827 0.765 0.693 0.654* 0.689 0.760 0.872

n=200 %1 2494 24255 2,076 1.933 1.724 1.565 1.430 1.255 1.083 0.817 0.754* 0,769
Zy 2.584 24186 14928 1.740 1,478 1.299 1.170 0.997 0.853 0.736* 0.766 0.863 2002
23 2.078 14764 14562 1.417 1,216 1.084 0.990 0.872 0.785 0.748% 0.794 0.887

n=300 7, 2.864 2,590 2.386 2.222 1.982 1.800 1.644 1.442 1.241 0.912 0.813 0.802%
22 3.383 2.860 2.521 2,273 1,925 1.685 1.508 1.265 1.048 0.809 0.794% 0.868 1529
23 2.389 2.029 1.798 1.631 1.400 1,246 1,136 0.992 0.879 0.798*% 0.825 0.902

n=500 21 3,148 2.851 24630 2.453 2,194 1,997 1.829 1.611 1.393 1.027 0.901 0.863%
Ez 50167 44367 3.847 3.466 2.927 2.554 2,275 1.881 1.512 1.007 0.879% 0.884 1001
23 24633 2,245 1.996 1.816 1,568 1.401 1.282 1.125 0.997 0.879% 0.882 0.931



Table 1d: G=23,077, yMAX=l9.365 “
t= /V(ZO)
10 20 50 100 200 300 500 1000 2000 3000 5000 10000

Units larger

than t, ofoo 221 159 96 62 39 29 19 11 6 4 2 1

n=5 %1 0.212 0.209 0.203 0.196 0.188 0.184 0.180*% 0,186 0.217 0.255 0.352 0,481
Zy 0.206 0.200 0,190 0.180 0.173 0.172*% 0,180 0.217 0.295 0.362 0.470 0.658 309996
Z3 0.205 0.200 0,189 0.180 0.173* 0.173 0.181 0.219 0.297 0.364 0.472 0.660

n=10 7, 04299 04295 0.287 0.276 0,263 0.255 0.244 0.237% 0,251 04,278 0.362 0.485
Zy 0292 04284 04268 04253 04336 04229 0.226% 04245 0.308 0.369 04473 0.659 218649
%3 04290 0.281 04266 0.251 0.235 0.228 0.226*% 0.247 0.311 0.372 0.477 0.662

n=20 %1 0+422 0.416 04403 0.388 04369 0.355 0.335 0.314 0.306*% 0.319 0.382 0.493
Zy 04415 04403 0.380 04357 04330 0.314 0,297 0.293% 0,332 0.383 0.480 0.660 153825
23 0,408 04396 04374 04351 06325 04310 06295*% 04295 0338 04390 0.486 0.666

n=50 7 04657 04649 04629 06605 04574 04551 0.516 0.470 0.429 0.415% 0.434 0.516
%2 0.667 04648 04610 06571 0.523 0,492 0,452 0.408 0.399% 0.425 0.499 0.665 95787
%3 04636 04618 04582 0.546 0,502 0.474 0.439 0.403*% 0.406 0.437 0.514 0.679

n=100 %1 0.908 04896 06869 04836 0.793 0.761 0.711 0.642 0,571 0.533 0.508* 0.552
%2 0,969 0.941 0.886 0.829 0.757 0.709 0.645 0.559 0.499 0.492*% 0.532 0.673 65925
23 0878 04853 0.804 0.754 0.692 0.651 0.598 0.531 0.,496*% 0.504 0.556 0.699

n=200 %1 14220 1,204 1,168 1.124 1.067 1.024 06957 0863 0.759 0.696 0.623 0.618%
22 1e454 14412 1,329 1.243 1.134 1.060 0.958 0.812 0.678 0.623 0.602*% 0.691 43950
%3 1.180 1.147 1.083 1.016 0.933 0.877 0.803 0.704 0.629 0.611* 0.630 0.739

n=300 %1 14411 1.393 1.352 1.303 1.237 1.189 1.113 1.006 0.885 0.810 0.711 0.678%
%2 1.903 1.848 14740 14627 14483 1.386 14251 1.052 04855 04759 0.683*% 0.714 33567
%3 14366 14328 1255 1.179 1.085 1.022 0,938 0.822 04727 0.695 0.694* 0.776

n=500 7, 1.585 1.566 1.522 1.471 1.402 1.351 1.271 1.159 1.032 0.952 0.840 0.783%
%2 2,907 24823 2.658 2.484 24264 2,114 1.905 1.592 1.265 1,085 0893 0.784% 21975
23 14537 1.498 1.421 1.341 1,242 1.177 1.089 0.967 0.863 0.822 0.803*% 0.846



Table 2: Approximate efficiency gain (relative RMSE) in optimum
points for lognormal populations.

Estimator Sample Skewness (G)
size
4.5 9.2 14.7 23.1
Z 5 .69 .48 .33 .18
1 10 .75 .56 W41 W24
20 .80 .63 W49 .31
50 .86 .73 .60 W42
100 .90 .79 .68 .51
200 .94 .85 .75 .62
300 .95 .88 .80 .68
500 .96 .92 .86 .78
z 5 .59 43 .30 17
2 10 «69 .51 .38 .23
20 JT4 .59 W45 .29
50 .82 <69 .56 .40
100 .88 .76 .66 W49
200 .92 .83 .74 .60
300 <94 .87 .79 .68
500 .96 .92 .88 .78
P 5 .59 .43 .30 17
3 10 .69 .51 .38 .23
20 T4 .59 W45 .30
50 .82 .69 .57 40
100 .88 .76 .65 .50
200 .91 .83 .75 .61
300 .94 .87 .80 .69

500 <96 «92 .88 «80



Table 3:

Survey on Exports and Imports of Services, 1980-1984

RMSE (mkr = millions of Sw kr)
Expansion 1980 1981 1982 1983 1984 Estimate 80-84
limit (mkr) . . . . . . R . . . . . . . . R .
Zl ZZ Z3 Zl 22 Z3 Zl ZZ 23 Zl 22 Z3 Zl ZZ Z3 Zl ZZ Z3
50 1739 1299 1155 2946 2876 2372 | 2183 1557 1495 2107 1876 1606 R757 1774 1587 §2447 1875 1645
100 1411 814 779 2407 2460 2016 | 1701 1017 985 {1844 1267 1080 B642 1082 987 F1802 1319 1168
150 737 633 632 | 2287 2243 1847 {1567 728 714 |1413 986 859 363 876 819 jli467 1067 962
200 737 610 609 2287 2061 1715 973 629 626 j1247 821 746 1363 737 714 f1313 924 855
300 737 586 585 | 2127 1791 1527 | 807 642 643 |1247 703 703 } 891 687 690 j1147 791 773
400 737 594 595 J1863 1628 1434 ] 669 669 669 | 718 724 728 3738 703 710 } 851 762 770
500 737 634 635 J1588 1532 1389 | 669 669 669 | 733 733 733 738 744 746 § 802 765 783
1000 734 734 734 §1588 1354 1368 | 669 669 669 | 733 733 733 3759 759 759 774 821 852
2000 (%O) 734 734 734 J1724 1724 17241 669 669 669 | 733 733 733 759 759 759 1007 1007 1007
Max RMSE-
decrease 0 20 20 8 >21 >20 0 6 6 2 4 4 3 7 6 | >23 24 24




Table 4:

Survey on Exports and Imports of Services

RMSE (mkr = millions of Sw kr)
Expansion 1980 1981 1982 1983 1984 Estimate 80-84
limit (mkr) R . . . R . R R R R R R R R R R R
Zl ZZ Z3 Zl ZZ Z3 Zl Z2 Z3 Zl 22 Z3 Zl 22 Z3 Zl Z2 Z3
50 1173 1420 942 | 848 589 530} 2444 1997 1892 §3125 3386 2732} 1197 821 684} 1757 1636 1351
100 1024 1156 773 692 375 361 § 1962 1594 1538 §2990 2990 2408 622 523 469 § 1451 1300 1085
150 1024 982 679 | 431 344 346 } 1796 1439 1397 §2877 2676 2165} 548 452 433 | 1317 1124 955
200 736 850 628 360 361 362 F 1796 1311 1278 §2706 2403 1960 548 427 425§ 1191 999 871
300 736 716 608 | 368 368 368 | 1604 1146 1125 f2706 1950 16483 469 452 454§ 1102 853 792
400 736 636 613 368 368 368 § 1604 1038 1027 1982 1705 1514 476 476 476 934 787 770
500 736 631 644 368 368 368 § 1604 981 978 11684 1628 1481 476 476 476 888 768 775
1000 665 665 665 368 368 368 § 1171 1171 1171 j1684 1447 1462 476 476 476 805 855 888
2000 (20) 665 665 665 368 368 368 § 1171 1171 1171 } 1828 1828 1828 476 476 4764 1050 1050 1050
Max RMSE-
decrease 0 5 8 2 7 6 0 >16 >16 8 21 2 10 11 >23 27 27

>20
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