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SOME OPTIMALITY PROBLEMS WHEN ESTIMATING HOUSEHOLD DATA ON 
THE BASIS OF A "PRIMARY", STRATIFIED SAMPLE OF INDIVIDUALS 

Bengt Rosén 

Statistics Sweden 

Abstract. Statistics Sweden conducts a yearly sample survey (called HINK) 
with the objective to describe income conditions for different domains of 
households, household being determined by factual cohabitation and not by 
marital status. 

The national population register is used as a frame for drawing a primary, 
stratified sample of adults. By interviews, the households of the sampled in­
dividuals are identified. Then various income (and expenditure) data are col­
lected for the "entire" households, and used to achieve desired estimates for 
domains of households. 

Within the framework of this sampling design, the statistician has various 
options; how to form strata in the population of adults, how to allocate the 
sample among strata, which estimator weights to use, to mention the most im­
portant ones. The multitude of objectives for the survey will also be an 
essential feature of the problem. We present some theoretical results for 
this type of optimization situation as well as numerical illustrations rela­
ted to the HINK survey. 

1 Background 

Since 1975 Statistics Sweden has conducted a yearly survey, called HINK, with 
the main purpose of providing data on income for different classes of (coha­
bitation) households, the socioeconomic classification being of chief inte­
rest. The survey can also be, and is, used to yield data for classes of 
individuals. However, in this paper we shall confine ourself to the most 
important aspect, i.e. the household aspect. 

In a recent revision of the HINK survey, we examined the efficiency of its 
design-estimation strategy. This paper reports on some general findings from 
that study. The design-estimation procedure in HINK is somewhat complicated, 
a main reason for this is that no sampling frame (in the form of a register) 
exists for cohabitation households (i.e. households determined by factual 
cohabitation and not by marital status). Therefore the sampling procedure 
which is used has sampling of adults as its "kernel". Further discussion of 
sampling frame, the sampling design etc., is given in Section 3. 

Hence, efficiency problems concerning HINK fall under the following general 
heading; "Optimization of household surveys, where households are sampled via 
a stratified sample of adults", and this general topic will be our main 
theme. The presentation will be linked to the HINK survey, though, for the 
following reasons. The general problems and results will hopefully become 
more comprehensible if they are given a concrete background and moreover, a 
fairly concrete application will enable illustration of the orders of 
magnitude of the effects under consideration. We shall confine ourselves, 
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though, to an "idealized" version of the HINK survey and work under the fol­
lowing simplifying assumptions; (i) No population changes occur during the 
survey period, (ii) The population is sampled without under- as well as over-
coverage, (iii) All sampled units respond. It can be shown, though, that the 
analysis of a factual survey (as e.g. HINK) can be conceptualized as the 
simplified case. 

2 Some terminology and notation 

In the HINK survey a household is defined as follows. Its "core" is its "adult 
part" (adult = individual > 18 years), which is either a cohabitation couple 
of opposite sexes (be they married or not) or a single adult. The complete 
household also includes the children (< 18 years) under "everyday care" of the 
adult(s). Let 

UH denote the population of households, and let d denote 
a generic element in U, (2.1) 

X. = {Xd;deU} denote a hnnsphnld variable, (2.2) 

G denote a domain of study (i.e. a subset of (JH). (2.3) 

The x-total over G, the size of G and the x-mean over G are denoted as 
follows, where 1Q(•) stands for the indicator of the set G and 1 for the 
household variable 1={=1;deUH}, 

(2.4) 

(2.5) 

(2.6) 

3 Chief aims and main features of the sampling procedure 

3.1 Chief aims 

A rough formulation of the problem we shall consider is as follows. 

Let G^, Qj, ..., GR be a specified set of disjoint household do­
mains. Achieve, under prevailing constraints, the best possible 
estimates of {p(x;Gr),g(Gr),t(x;Gr); r=1,2,...,R}, for a 
specified collection of x-variables. (3.1) 

Here the order \i,q,j should be regarded as an ordering according to import­
ance, domain means being of greatest interest while domain totals are of 
comparatively less interest. 

In the HINK survey the x.-variable of greatest interest is disposable income, 
which roughly is defined as income from work and capital plus social bene­
fits minus tax. The study domains of chief interest are the socioeconomic 
classes of households listed in Table 1 below. (There are of course rules 
for classifying a household when partners belong to different socioeconomic 
classes.) 
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Table 1. The major socioeconomic classes in the HINK survey. 

3.2 Main features of the sampling procedure 

Since the chief aim of the HINK survey is to describe household conditions, 
the sampling procedure would ideally involve a properly designed sample from 
a frame containing all households. However, although we have many registers 
in Sweden, there is no register of (cohabitation) households. Lacking such an 
ideal frame, the HINK survey uses the register of the total population (RTB), 
which includes adults as well as children. RTB does contain information on 
marriages, but the frequency of nonmarital cohabitation is quite high in 
Sweden and, therefore, individuals are chosen as the "primary" sampling 
units. 

A sample of households is generated in the following way. In the first round 
a "primary", stratified sample of adults is drawn. Then, by interviewing the 
primary individuals, the composition of their households is determined and 
thereby the sample of households is obtained. Once the individuals in the 
sampled households are identified, data for each household member are collec­
ted, mainly from various public agencies (tax authorities, different social 
welfare agencies etc.). Let 

V1 denote the population of adults i.e. the adults in the 
RTB-register. (RTB contains information on age.) (3.2) 

Next we discuss methods for drawing an efficient sample from V1. Suppose 
one drew a simple random sample. Then, to the first order of approximation, 
the estimates of the domain means, M(X;G,. ), p(x.;G2),... ,U(X.;GR) will have 
variances which are roughly inversely proportional to the sizes of the do­
mains, i.e. to g(G..) ,g(G«),... ,g(G^). If there is great variation among do­
main sizes, this type of picture would be nonconcordant with essentially any 
design principle for comparison of domain means. Even if design principles 
often disagree, there seem to be rough concensus on the rule of thumb that, 
when the aim is to compare means, one should strive for fairly equal preci­
sions in the estimates of the means of interest, and this rule of thumb will 
be a guide for future considerations. 
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As is seen in Table 1, in HINK the domain sizes differ considerably. The 
largest domain (pensioners) contains roughly 15 times as many households as 
the smallest one (farmers). One way to adjust for this unbalance, at least 
as a "first step", is to introduce strata A., h-, A- and A4 in the sampling 
population V1, which have the following properties. 

A1 is "directed" towards the smallest domain G? of farmer households, in the 
sense that there is (at least one hopes) a great chance that an individual 
from Stratum A. leads to a farmer household. Similarly, assume that A2 is 
directed towards the (next smallest) domain G, and A-, towards the largest 
domain Gfl. Finally let A. be the remaining part of the population V

1. 

This type of stratification should then be followed by a sample allocation 
structure of the following type. Sample "high" (i.e. with a sample fraction 
above average) in the strata A. and A_ which are directed towards small 
domains and sample "low" in the stratum A- which is directed towards the 
large domain. 

If the directing of the strata is good (to be discussed in more detail later 
on) and if the sample allocation is as just described, the following will 
occur. Extra observations (compared with simple random sampling) are "pumped 
into the domains G., and Gg, thereby improving estimation precision in these 
domains as compared with inversely proportional to domain size", while A, 
stears away observations from the large domain G_, thereby avoiding resource 
waste by an "overly" good estimation precision for this domain. 

Hence, we have presented a main motivation (but others exist) for stratifica­
tion of the sampling population V1 of individuals. We pursue the matter in 
a more general setting. 

Let A,, A~; ..., Afc denote a stratification (i.e. a partitioning) of the 
sampling population V1, and let the corresponding stratum sizes be denoted 
by N., N-, ..., NK. We assume that the primary sample of adults consists of 
independent, simple random samples from the different strata, with sample 
sizes n,, n2, ..., nK. The corresponding sampling fractions are denoted by 

(3.3) 

4 Estimators and their variances 

To estimate the quantities t,g and M in (2.4)-(2.6) we follow the "ordinary 
route" by letting estimates T(X;G) of domain totals be the fundamental build­
ing blocks. Domain sizes and domain means are then estimated as the special 
case g(G) = T(1;G) and by the ratio estimator M(X;G) = T(X;G)/T(1;G). 

As estimators of domain totals we consider the following type of statistics 
(explanation of new notation is given afterwards) 

(4.1) 
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where 

d(i) = the household to which individual i belongs, (4.2) 

m(i) = the partner of individual i, when i is cohabiting, (4.3) 

a = {a-jjieV1} is a set of numbers, called estimation weights. (4.4) 

Ii is the sample inclusion indicator for individual i. (4.5) 

The following result is fairly straightforward. 

LEMMA 4.1:. The statistic 'r(x;G;&) in (4.1) yields unbiased estimation of 
T(X;G) if, and only if, the estimation weights satisfy the following con­
dition (4.6), which we call household balancedness, 

1, if individual i cohabits, and a^ = 1, if 
individual i is single, (4.6) 

Remark 4.1: As a special case of the lemma we have that g(G;a.)=?(I;G:a) 
yields unbiased estimation of g(G) as soon as a is household balanced. 

Furthermore, if we neglect the bias of the ratio estimator (as usually can be 
done), M(x;G;a;l)=T(x;G;a)/'r(l;G;£) yields unbiased estimation of M(X;G) as 
soon as a and ]3 both are household balanced. 

In the sequel, estimation weights are presumed to be household balanced. • 

Remark 4.2: The present estimation situation can be regarded as a special case 
whithin the general framework known as "network sampling", in particular "stra­
tified network sampling", and the following papers treat problems which are 
related to ours; Birnbaum & Sirken(1965), Sirken(1972) and Levy(1977). Their 
considerations do not cover our situation, though, for the following main 
reason. We allow a wider class of estimator weights in (4.1) than is done in 
the mentioned papers, where the interest is confined to so called multiplicity 
estimators. A crucial step in our analysis will be to derive optimal weights 
within our wider class, and the weights which turn out to be optimal, see 
(6.6), yield in fact an estimator outside the class of multiplicity estima­
tors. Moreover, one of the aims in this paper is to show that optimal weights 
can lead to considerable efficiency gains compared with the multiplicity 
estimator. 

In our context the multiplicity estimator corresponds to the following 
cx-weights, which are readily seen to be household balanced, 

for i cohabiting. (4.7) 

We shall refer to this weighting system as half-weighting. 
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Remark 4.3: A household should contribute twice in (4.1) if both adults in 
a cohabitation household happen to be sampled. However, in the HINK survey 
such double counting is omitted for practical reasons (and the omittance is 
adjusted for). In the sequel we neglect this complication, which in fact is 
practically negligible when sampling fractions are as small as in HINK (of 
the order 0.1 per cent). 

Another matter which relates to the question of "simple or double counting 
of households" is the following. Let T* denote the Horvitz-Thompson estimator 
of T(X;G) based on the household sample which is generated by the sample of 
adults i.e., 1$ and ir$ denoting the inclusion indicator respectively the 
inclusion probability for household d, 

(4.8) 

The following claim is fairly straightforward to check, and we omit details. 
Under the assumption that sampling fractions are such that the frequency of 
"two adults from the same household" is low, T*(X;G) is, with very good ap­
proximation, an estimator within the class (4-1), namely the one given by the 
weighting system which is introduced in Section 6, notably in (6.6). • 

Next we turn to the variances of the estimators. The general structure of the 
estimator x in (4.1) is quite simple. It is a domain total estimator based on 
a stratified sample. By employing this fact, variance formulas for T, g and M 
can be reached in a fairly straightforward way, the details of which we omit. 
We shall adapt our formulas to a further assumption on the estimation weights 
which we introduce next, and which we assume to be in force in the rest of 
the paper. Set 

h(i) = the stratum to which individual i belongs, ieV1. (4.9) 

The estimation weights a are said to be stratum combination constant if the 
following relation holds true, 

ati=aj as soon as (h(i) ,h(m(i) ) = (h( j) ,h(m( j) ), i.jeV1 and have 
partners. (4.10) 

When (4.10) is in force we change the a-parameters to a-parameters as 
follows, 

anJg = is the common value for the a-weights of individuals 
in stratum Ah which have partner in stratum Ajg. (4.11) 

The previous household balancing condition, (4.6), then takes the form, 

ahJZ + aJ8h =1 ' h,je =1,2,...,k. (4.12) 



7 

For a (fixed) domain G in UH, set 

Bn = the set of single-adult households in G for which the adult 
belongs to stratum Ah in V1, h=1,2,...,k, (4.13) 

BhJU = tlle s e t o f two-adult households in G for which one of the 
adults belongs to stratum A^ and the other one to stratum 
A£ , h,je=1,2,...,k. (4.14) 

Note the relation 

(4.15) 

Set, with # denoting the number of elements in a set, 

(4.16) 

Furthermore, for a household variable x let 

(4.17) 

(4.18) 

(4.19) 

Remark 4.4: Note that the quantities in (4.13), (4.14) and (4.16) depend on 
the domain G, while the quantities in (4.17)-(4.19) depend on the domain G as 
well as on the variable x, although we have surpressed this dependence in the 
notation. • 

Remark 4.5: The following relations are straightforward consequences of (4.15); 

(4.20) 

We are now prepared to write down the desired variance formulas. Let us state 
that, for the sake of simplicity, we have made some approximations of the 
following types; finite population corrections are neglected, N-1 and N are 
regarded as equal, etc.. In view of (4.11) we change the a-parameter in the 
previous notation to an a-pararaeter. Below and henceforth V denotes variance. 

(4.21) 
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As special case of (4.21), obtained by setting x=l (which yields 

2 
M =1 and o =0) we get, 
Q Q 

(4.22) 

Next, by applying the usual approximation formula for the variance of a ratio 
estimator and adopting the following approximation assumption, 

the "squared mean" part of V(îî) is negligible compared with the 
"mean of squares" part, (4.23) 

we arrive at the following formula, 

(4.24) 

Remark 4.6: There is no general guarantee that (4.23) should hold, but it 
can be expected to hold in "many" (maybe even in "most") situations. We 
have checked (4.23) empirically for HINK, and found it to hold with very good 
approximation there. • 

5 On the directing of strata 

As discussed in Section 3, the main idea behind the stratification of the po­
pulation of individuals is that the strata should serve as "directors" to­
wards certain domains of study. In the following discussion, we regard G as a 
"target" domain and assume that stratum Aq is directed towards G. For simp­
licity we assume that Aq is the only stratum which is directed towards G. A 
stratification will, however, usually not be perfectly directed. "Misses" 
will occur, and we shall distinguish between two types of misses; a miss of 
type I if a household in G has no adult in A„, and. a miss of type II if an 
individual in Aq leads to a household outside G. (Misses of types I and II 
can be viewed as respectively under- and overcoverage when sampling G via Ag.) 

Quantification of the number of misses of the two types can be given as 
follows, 

tells the number of households in G 
which are misses of type I, (5.1) 

while 

tells the number of individuals 
in stratum Ag which yield 
misses of type II. (5.2) 
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We shall later on give a more quantitative account of how the efficiency of a 
stratification depends on its "missing" (or positively formulated "hitting") 
properties. At this stage we confine ourselves to the following qualitative 
claim, which we believe to sound intuitively very plausible. 

If, ceteris paribus, misses of type I and/or type II are reduced 
then estimation precision for target domain characteristics are 
improved. (5.3) 

6 Optimization of the survey 

When planning a survey with the general structure outlined in Section 3, the 
statistician has (at least) the following options; 

• choice of stratification J (definitions of strata as well as the number 
of strata), 

• choice of sample alloction c4 (among the strata decided upon), 

• choice of estimation procedure t . (In our setting this means choosing 
estimation weights.) 

Note that the above choices are "chained"; in the practical situation they 
must be carried out in the order J , (A, i . 

Our previous "roughly" formulated problem (cf. (3,1)) can now be given the 
label "How to optimize the chain (j, <A, £)?" When seeking to give this problem 
a precise formulation we encounter the well known obstacle of "multipurpose-
ness". We refer to Section 7.3 in Kish(1987) for a general discussion of mul­
tipurpose design problems, where also further references can be found. We 
adopt the approach of minimizing the "total imprecision" under given survey 
resourses. Hence, to make the optimization problem mathematically well posed 
we notably have to specify an overall criterion for estimation precision, but 
also to give precise specifications of constraints. Since the last point is 
the simplest, we start with that. 

We lay the following constraints on-^,cA and 2. 

• For-J we make no other assumption than "realizability", 
i.e. the information which is needed for a stratifica­
tion should actually be available in the sampling frame. (6.1) 

• For the sample allocation A, we assume, for simplicity, 
fixed sample size, i.e., 

n.+n-+. . ,+n^n is given. (6.2) 

In subsequent considerations, the assumption (6.2) could easily be 
changed to a fixed cost constraint with a cost function which is linear 
in stratum sample sizes. 

• For E we stick to the assumptions which have been intro­
duced previously; the estimation weights a should be 
stratum combination constant (see (4.11)) and household 
balanced (see 4.12)) (6.3) 
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Next we turn to the specification of an overall criterion for estimation pre­
cision. Regarding the precision for a single estimator, we employ the usual 
criterion; the smaller the variance, the better the precision. In our situa­
tion we meet the "multipurpose complication" in that we are interested in 
several domains of study G^G-, ...,GR and (at least possibly) in many 
different study variables x. Moreover, we are concerned with different types 
of population characteristics; u, g and T. We shall consider measures of over­
all estimation imprecision of the following type (recall notation introduced 
in Remark 4.1), 

(6.4) 

The choice of a specific overall function Y is intricate and probably also 
controversal. However, for the time being we regard f as decided upon. There­
by our problem is well posed at least from a mathematical point of view, and 
it runs as follows. 

Find the tripple {S,(A,t) which minimizes the quantity 
in (6.4) under the contraints (6.1)-(6.3). (6.5) 

In general such an optimization problem is quite messy. In particular we 
have; 

For the optimal strategy C^O'^O'^o) a H t h e quantities 
S Q, JIQ and CQ will in general depend on 

- the x-variable, 
- the domains of study G1,G2,...,GR, 
- the overall precision criterion ¥. (6.5) 

In our situation, though, by a strike of good luck the optimization problem 
simplifies considerably, and the salient result to that effect is presented 
below. Although this result does not give our optimization problem a one 
stroke solution, it brings it down to "manageable". 

(APPROXIMATE) OPTIMALITY THEOREM: Assume that the sampling fractions, fh, are 
small. Then, under general conditions on x and G the following estimation 
weights 

(6.6) 

simultaneously minimize all three variances 

(6.7) 

Remark 6.1: The estimation weights a according to (6.6) will be referred to 
as the (sampling fraction) proportional weights. • 
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Remark 6.2: As indicated in the naming of the above theorem, it is not true 
in a strict mathematical sense. However, the relative differences between the 
V:s for a = a and a = the truly optimal weights, are so small that the result 
can be regarded as true from a practical point of view, at least over a wide 
range of x:s and G:s. We have checked this claim in the HINK situation, and 
found the approximation to be good there. 

One exception should be pointed to, though„ The weights in (6.6) can be dis­
tinctly non-optimal for estimation of domain totals, T(X;G) and g(G), for do­
mains G of the following type. G contains a great number of two-adult house­
holds with one adult in a low-sample stratum and the other adult in an ave­
rage/high-sample stratum. • 

Remark 6.3: Proofs of the above approximation results can be given along the 
following lines. Minimize the expressions for V(f(x;G;a)),V(g(G)) and 
V(fj(x;G;a,b)) (cf. (4.21)-(4.23)), which are quadratic functions of a and b, 
under the constraint (4.12), which is linear in a and b. Lagrange's multi­
plier method leads to a system of linear equations. Then it can be shown that 
a = a not only is an approximate solution to the linear system, but also a 
good approximation to the original optimization problem. We do not give 
details. • 

The most pertinent conclusion we shall draw from the approximation theorem, 
thereby using it as an "exact" theorem, is stated in (6.10) below. We start 
with the following observation. 

The optimal weights %_ do not depend on the "nuisance" 
parameters x and G. (6.8) 

Next, even if statisticians may disagree on what should be the "proper" 
choice of the overall criterion f, we presume they do agree that any reason­
able f has the following property, 

Y is (strictly) increasing in each of its arguments. (6.9) 

Under the assumption (6.9), (6.8) leads to the following conclusion. 

When seeking the optimal tripple {J1, <A, Z), the estimation 
part £ can be "factored out" since it has a "universal" 
solution (which is independent of x., G.. ,G2, . .. ,GR and f), 
namely the solution given by (6.6). (6.10) 

In the rest of this paper we assume that (4.23) is satisfied, and hence that 
(4.24) applies. By inserting a = a into (4.24) and paying regard to (6.10) 
the following result is obtained after some straightforward algebra. 

For a given stratification and a given sample allocation, the variance of 
the (universally) optimal domain mean estimator tï(x;G;P)^tftxjG;a;a) 
(P for proportional) is 

(6.11) 
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For HINK, there has been uncertainty and debate how the P-versions of the 
estimators compare with the half weighted versions, in the sequal denoted 
H-versions (see (4.8)). The above approximation theorem tells that the 
P-versions never perform worse than the H-versions, but so far we have not 
given any quantitative measure of how much optimality pays. It is therefore 
of interest to have an expression also for the variance of fî(x;G;H). such an 
expression is obtained by setting ajjjpl/2 in (4.24). We give the resulting 
formula in a somewhat implicite fashion, which has the merit that it clearly 
shows that y(x;G;P) is superior to M(X;G;H) (as it should be according to the 
approximation theorem). It also gives a quantitative expression of the amount 
of variance reduction the P-version gives compared with the H-version. The 
following formula is readily obtained from (4.24) and some algebra, which we 
omit. 

(6.12) 

Analogous formulas can be obtained for the P- and H-versions of V(T) and V(g) 
by insertion into (4.21) and (4.22). 

The variance formulas which are written out, respectively indicated, above 
provide tools for theoretical analyses of optimal allocation and optimal 
stratification under the present design. However, as the paper is already 
long, we obstain from persuing a theoretical line any further. Instead we 
shall try to indicate the usefulness of the formulas by considering some 
numerical illustrations. 

7 Some numerical illustrations 

In this concluding section we shall present some numerical findings related 
to the HINK survey. Our main aims are as follows; (i) To illustrate the use 
of the formulas in Section 4-6. (ii) To shed some light on the following 
general questions; 

• How is a good sample allocation found? 
• How is a good stratification found? 
• How do proportional and half weighted estimators compare with each 
other? 

We start with a short discussion of stratification possibilities in the RTB 
register of relevance for HINK, and a description of the stratification which 
is presently used in HINK. 

As the most interesting domains of study are the socioeconomic classes, the 
most helpful information for forming directed strata concerns occupation and 
age, the latter to identify pensioners. As already mentioned, age data are 
available in RTB. When it comes to occupation, RTB as well as other registers 
are meagre. What is available in RTB is taxation information (although two 
years old relative to the investigation year). One aspect of this taxation 
information is the type(s) of taxation form(s) the person used, and there are 
three possibilities; farming income forms, entrepreneur income forms and for 
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"other" incomes (the latter is the one used by the vast majority). Although 
meagre as information on occupation in general, it gives relevant information 
for the domains which are of particular interest because of their relative 
smallness, i.e. farmers and entrepreneurs. 

Below we indicate the four strata which presently are used in HINK. (See also 
Remark 7.3 for some further information on HINK's stratification.) 

A,.: A special register over farmers (called LBR), which is matched 
onto RTB. (7.1) 

A„: Individuals outside A,., who are "predicted" to be entrepre­
neurs or farmers on the basis that they used the special tax 
forms for entrepreneurs respectively farmers. This stratum is 
chiefly directed towards entrepreneur households but also 
towards farmer households. (7.2) 

A_: Individuals outside A. and A- who are > 65 years old. (7.3) 

A.: The remaining adults in RTB. (7.4) 

The sizes of the strata are roughly as follows; 

(7.5) 

Until further notice the domains G.-G^ are as in Table 1, and x stands for 
disposable income. In order to apply formulas as (6.11) one needs estimates 
of the quantities in (4.16)-(4.19) for the domains under consideration. Such 
estimates were derived by pooling estimates based on the HINK surveys for 
1982, 1983 and 1984. We omit the details of this estimation, instead we 
regard the necessary quantities as known. (As usual in design contexts, 
errors in estimates of population characteristics do not lead to bias, at 
worst to nonoptimal choices.) By insertion into (6.11) we obtain expressions 
for V(M(X;G1)),V(M

,(X;G2)), . . .,V(t>(x;Gg)). To exemplify we present the follow­
ing formula, which is a slightly simplified version of (6.11) which, however, 
works well over the range of sample allocations which are of practical inte­
rest, 

(7.6) 

Let us point to the following, somewhat unusual feature of the above formula, 
which is related to the fact that we employ the proportionally weighted 
estimator. In variance formulas for mean estimators, usually only n^s turn 
up in the denominators. Here linear functions of the nn:s appear. 

7.1 On sample allocation 

We continue with the situation described above. We regard the stratification 
as decided upon, and our objective is to find a good sample allocation when 
domain means are regarded as the "all important" characteristics. Note that, 
in order to accomplish a "fair" comparison of possible sample allocations, 
each allocation should have the "right" to be followed by the optimal estima­
tion procedure for the given stratification and sample allocation. Hence, in 
view of the optimality theorem, the estimator variances to be compared are 
those which correspond to proportional weighting, i.e. the formula (6.11) is 
the relevant variance formula. 
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In our general formulation of the problem of finding the optimal tripple 
(JM,t) we introduced an overall criterion function Y. In the previous sec­
tion we showed, though, that the estimation part, £, of the problem could be 
"factored out" without specifying a particular choice of V. If we want a 
"strictly algorithmic" solution to the optimal allocation problem we must fix 
y, though, because then the solution will effectively depend on the choice of 
T. However, we shall here report on a more naive approach. Once explicit for­
mulas for estimator variances, like (7.6), have been derived (and the labo­
rious part of the derivation is the estimation of the quantities in (4.16)-
(4.19)),it is quite easy to compute numerical variance values for a multitude 
of different allocations. Having the numerical values one can let the eye act 
as a f-function. A further argument for this type of approach is that the 
variance functions are quite flat in a wide vicinity around "reasonably opti­
mal" allocations. To exemplify, we present in Table 2 below the variances of 
the mean estimators for the domains G.-Gg under some different allocations 
which all satisfy the following sample size condition, 

(7.7) 

Table 2. Values of V(p(x;G;P)) (in monetary units) for some allocations which 
satisfy (7.7). The allocations are specified, and commented upon below. The 
rectangles exhibit global minima for domains Gc-G.,. 

a: n.=70, n2=225, n_=1025, n.=3680. Allocation proportional to stratum 
size, i.e. essentially equivalent with simple random sampling. 

b: n,=55, n2=100, n3=410, n4=4435. Optimal allocation for domain G,.. 

c: n.^50, n2=100, n3=200, n.=3250. Optimal allocation for domain G,. 

d: ^=1450, n2=1500, n3=200, n4=1850. Optimal allocation for domain G?, under 
the provision n_=200. 

e: n.j=300, n2=800, n,=200, n4=3700. 

f: n1=400, n2=500, n3=200, n4=3900. 

g: n1=400, n=700, n.=200, n4=3700. This allocation was judged to be 
"overall optimal", and is now in use in HINK. 



15 

7.2 On stratification and its relation to estimation 

Next we shall consider examples which are intended to shed some light on the 
following questions. 

How does the gain from a directed stratum depend on 

- the hitting properties of the stratum? 
- the estimation procedure? (7.8) 

7.2.1 An example 

To make the first example as "clean" as possible we shall confine our­
selves to the very simplest case with only two domains of study, G, and G-, 
and two strata, A. and A2, and we assume that A. is directed towards G,. A 
pertinent feature of the example should be that G1 is small compared with G», 
and as a consequence of this (unless the hitting properties would be very 
poor) that A. is small compared with A„. The example is meant to model the 
following part of the HINK context; G1 = farmer households and G- = "other" 
households. We assume throughout the example that 

(7.9) 

As discussed in Section 5, the hitting properties of stratum A. are de­
scribed by Nt.,q,,q~,q11,q1.y and g?? (where the g:s are computed with respect 
to G.). In Table 3 below we list six different g-cases under two different 
situations, called Q and Z, regarding the size N. of the directed stratum. In 
both situations, Q and Z, the number of misses of type I decreases as the 
case number increases (g_ and g22 both decrease). In situation Q the reduc­
tion of misses of type I is accompanied by a reduction in the number of 
misses of type II. (This is a consequence of the fact that N, is constant 
throughout the cases). In situation Z, though, the number of misses of type 
II remains (essentially) constant throughout the cases, and hence only type I 
hitting properties are improved as the case number increases. Note that the 
starting case, i.e. Case 1, is common to the two situations. 

Table 3. Hitting characteristics for a spectrum of stratifications. 
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In accordance with the conjecture made in (5.3) (and other intuitive fee­
lings), we expect the following qualitative behaviour of the estimation pre­
cision as cases and situations vary. In both situations, Q and Z, estimation 
precision should improve as the case number increases, lesser in Situation Q 
than in Situation Z, though. This picture should be present irrespective of 
the type of estimation weighting procedure, proportional or half. The propor­
tional weighting should come out better than the half weighting, though. In 
Table 4 below we present findings which give quantitative information on how 
estimation precision varies with case, situation and type of estimator. Then 
we comment on the findings. 

Table 4: Ratios between estimator variances relative to domain G. for 
2 2 

g-values according to Table 3 and values of Mer oQ and xe as estimated 
for farmers when x=disposable income. n=500 and n =4500. P and H indicate 
stratified samples with proportional respectively naif weighted estimators, 
while S indicates estimates based on a simple random sample of size 
n=n.+n?=5000 from the entire population. 

Below we give some remarks on the contents of Table 4. 

Remark 7.1: The choice of allocation in Table 4 (n1=500,n?=4500) is of course 
rather arbitrary. However, the general picture from a qualitative point of 
view, as summarized in (7.10) and (7.11) below, is essentially the same for 
any sample allocation with f^f?- • 

Remark 7.2: As shown in Table 4, the directed stratum A. can lead to consi­
derable improvement of the estimation precision for domain G.. This gain of 
course has a price, the estimation precision in domain G_ is not as good as 
it would be under simple random sampling. In the above situation, estimator 
variances for domain G~ will be roughly 9 per cent higher than they would be 
under simple random sampling from the entire population. • 
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Remark 7.3: In the HINK survey, a major change of the stratification was made 
a couple of years ago. A main ingredient in the change was the introduction 
of the LBR register as the chief stratum directed towards farmer households, 
but also some other changes were made. Before that, the farmer households 
were directed at by a stratum which was constructed only with the aid of the 
taxation information mentioned above. The following holds roughly. The "be­
fore" situation is modelled by Situation Q, Case 3, while the "after" situa­
tion is modelled by Situation Q, Case 5. As indicated by the findings in 
Table 4, the change was quite beneficial for estimation of farmer characte­
ristics. • 

Below we stress some pertinent features of the findings in Table 4, which in 
fact can be shown to hold quite generally. 

Reduction of misses of type I as well as of type II are bene­
ficial to estimation precision in the corresponding target 
domain. The former type of reductions have a more pronounced 
gainful effect than the latter type. This claim holds true for 
proportional as well as half weighting. (7.10) 

Proportional weighting is better than half weighting. Its deg­
ree of superiority increases as the hitting properties of the 
directed stratum improve. Hence, if one does introduce a direc­
ted stratum, this step should be followed up by using the pro­
portionally weighted estimator. (7.11) 

7.3 Another example 

The previous example, on which we based the conclusions (7.10) and (7.11), is 
a bit artificial (at least relative to the HINK survey) to the effect that 
only two domains of study are considered. 

To give a more practical exemplification of the claim in (7.11), we present 
in Table 5 some findings from the actual HINK survey, with its eight domains, 
concerning the relative efficiencies of the proportional and the half 
weighted estimators for domain means and domain sizes. 

Table 5: Variance reduction by the proportionally weighted estimator relative 
to the half weighted. Allocation according to g) in Table 2. 
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Remark 7.4: The figures in Table 5 show that the proportional weights, are 
considerably better than the half weights for the small domains with a 
directed stratum (i.e. farmers and entrepreneurs). For the large domain with 
a directed low-sampling stratum (i.e. pensioners) the P-estimator performs a 
bit better than the H-estimator for domain mean, as it should according to 
(6.12), but worse for domain size. The last finding illustrates the exception 
which was pointed to in Remark 6.2. For domains without a directed stratum, 
the gain is next to negligible. • 
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