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Preface 

The Register of the Total Population (RTP) gives yearly population 
statistics for municipalities and parts of municipalities, but does not 
provide any information on households. The census (FoB) is the only 
investigation that can give the desired regional breakdowns, but the 
census is conducted only once every fifth year. Municipal planners, in 
particular, are in need of timely data on households more often than 
the census can provide. 

This report presents two studies on methods of providing intercensal 
data on households (the work was done within U/STM's project "Sampling 
and Estimation"). The first study's purpose was to develop an estimat­
or of the number of cohabiting persons in each municipality. In the 
other study, efforts have been made to develop an estimator for the 
number of households of different sizes in each municipality. Both 
studies use data from the most recent census, from the RTP, and from a 
sample survey (the Labor Force Survey in the one study and the Survey 
of Living Conditions in the other). 

The work on the estimator of the number of cohabiting persons is fin­
ished, a computer program has been developed, and the first set of 
estimates have been sent out. The work on the other estimator is not 
yet finished, but it is our intention that it too will be put into 
use. 

The two articles that comprise this report describe the completed stud­
ies and are partially overlapping in that the first article is summa­
rized in chapter four of the second article. These reports were writ­
ten for and presented at two different conferences. The first "An 
Evaluation of Small Area Estimation Methods: The Case of Estimating the 
Number of Non-Married Cohabiting Persons in Swedish Municipalities" was 
presented at a conference in Ottawa, Canada. It will be published in 
Smal 1 Area Statistics: An International Symposium, Ottawa, May 22-24, 
198b, ëïïïTed by J.N.K. "Rio, C E . Sàrndal, and M.P. Singh. The other 
article, "Estimating Population Characteristics and Households in 
Swedish Municipalities Using Survey and Register Data" was presented as 
an invited paper at the US Census Bureau's Second Annual Research 
Conference and can also be found in the conference's Proceedings. 
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1985-08-20 

An Evaluation of Small Area Estimation Methods: The Case of Estimating 

the Number of Non-married Cohabiting Persons JJT_Swedi_sh_Muni_c_i_p_al_iti_es 

Sixten Lundström, Stat is t ics Sweden 

1 Abstract 

The Swedish Population and Housing Census gives, every five years and 

for every municipality, the number of non-married cohabiting persons. 

Such information, however, is almost completely lacking for the years 

between the censuses, despite a strong demand. The paper presents, in 

that context, an evaluation of some alternative small area estimation 

techniques presented in the statistical literature. 

By means of Monte Carlo simulations, asymptotically design unbiased 

estimators (direct, poststratified and generalized regression estima­

tors) and model-dependent, design biased estimators (synthetic, SPREE 

and composite estimators) are compared with respect to the square root 

of the relative mean square error, the standard error and the design 

bias. 

2 Introduction 

With five years intervals, the Swedish Population and Housing Census 

provides the quantity N.iq which denotes the number of not married 

("not married" refers to unmarried, divorced, widows and widowers) 
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people in municipality q (q=l,...,277) belonging to class i (i=l,2) 

with respect to cohabitational status (cohabiting, not cohabiting). 

Despite a strong demand, such information for years between censuses 

is almost completely lacking. 

It is true that the Register of the Total Population (RTP) provides 

the number of married persons, but since nearly 11 per cent of the 

adults are cohabiting without being married the RTP-inforrnation is of 

limited value. Moreover, the Survey on Living Conditions (SLC) provi­

des a yearly national estimate, but the sample size is too small 

(3.400 persons) to give an acceptable estimate for each municipality. 

The expected number of observations is less than 10 for about 70 

per cent of the 277 municipalities. 

It is not feasible to include the characteristic of cohabitation in 

the RTP, and it is too costly to increase the sample size in the SLC 

to yield the statistics we seek. Therefore we try to develop estima­

tors that combine data from different sources. In the literature we 

find several examples on rather successful attempts to use such model-

dependent estimators as the synthetic estimator and the SPRFE 

estimator. 

Most small area estimators in use introduce a third classification of 

the population into H mutually exclusive and exhaustive classes, which 

can be based on age, sex, income, etc; they are labelled h=l,...,H. 

The population will thereby, in our case, be completely cross-classi­

fied into 277x2xH cells with unknown cell sizes N h i q, representing 

the number of not married people in municipality q with cohabitational 

status i, belonging to sex- and age-group h. 



- 5 -

The s ta t is t ical problem is to estimate the quantities N.-jq = T_ N, , 
h 

The computerized RTP register provides each month current information 

on the number of not married people in municipality q belonging to sex. 

and age-group h, N-n „ (= i N^-jq). Moreover, we have current sample 
i 

information from the SLC, which can be used to form estimates of 

N;ii. (~ E Nftiq). At the intercensal period we also know 

q 

M'^q, which denotes the number of not married people in cell hi g 

at the latest census. 

The available data are rather extensive, and conditions are thus 

favourable for producing small area statistics. 

In order to measure both the sampling error and the bias, Monte Carlo 

simulations are carried out. (Some of the findings of this paper have 

been published in Lundström (1934).) 

3 Description of the Monte Carlo simulations 

3.1 The design of the study 

The Monte Carlo simulations are designed with the purpose oF studying 

estimators for the totals N -jq at the 1980 Census period. Thus, we 

know the parameter values and can for each sample repetition compare 

the estimates with the parameters and compute different quality 

measures. 
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The la tes t complete data, N'hiq> w i l l be retr ieved fro,-,} the 1975 Census. 

This implies that the time between the computation of M'hiq anc ' the 

estimates N.iq i s at most f i ve years. The current information H^q 

is in the study taken from the 1980 Census - not from the RTP. However, 

t h i s w i l l not a f fec t the results because the difference between the RTP 

and the Census is negligibe with respect to th is quant i ty. 

The sample information in the simulation study is obtained in the 

fo l lowing way: 

The in terva l (0,1) i s divided into parts where the part corresponding 

to the ce l l hi q has the length Nh iq /N. . . • Then n . . . random 

numbers are drawn from a variable uniformly d is t r ibuted on (0 ,1) . Each 

random number is located in one and only one cel l and n^-jq is ob­

ta ined. 

The SLC i s based on a s t r a t i f i e d sample with systematic sampling wi th in 

s t r a t a . The population is divided in to only two strata according to 

age. Among older people a larger f rac t ion is drawn than among younger 

people. Thus the sampling design of the simulation study is d i f fe ren t 

from that of the SLC, but th is w i l l not to any large extent a f fect the 

evaluat ion. 
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There are some differences between the SLC and the census in the defi­

nition of study variable, reference period and data collection methods, 

which lead to a deviation between the expected SLC-value and the 

census-value. These differences are not reflected in the simulation 

study. 

3.2 Estimators under study 

In a first part of the study six estimators are examined. Three of 

them are approximately design unbiased (ADU), while the others are 

model-dependent and hence design biased. In a second part we also 

examine a composite estimator, which is a weighted function of an ADU 

estimator and a model-dependent estimator. 

It should be observed that the estimators to be studied utilize diffe­

rent amounts of auxiliary information. Since an estimator which incor­

porates strong auxiliary information is expected to outperform an es­

timator which only incorporates weak such information (or none at 

all), some of the estimators under study could a priori have been 

excluded. However, we think it is of interest to measure the effect of 

different types and amounts of information. 

(i) If neither the information M'hiq n o r the associated variable 

(age/sex) is used, the Horvitz-Thompson estimator is an obvious (but 

poor) candidate: 

(1) 
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( i i ) By making use of the known quant i t ies U|Kq the fo l lowing p o s t s t r a t i -

f i ed estimator is close at hand: 

(2) 

Obviously, this estimator is not defined for every possible sample, 

viz. when rvn<q = 0. One solution often recommended in literature 

is to merge two or more poststrata. In the present simulation study, 

however, we have adopted a computationally simpler method: if, for 

some h, a zero count (n^ „ = 0) is realized, the corresponding 

term is dropped when summing over h. This rule makes the PST estimator 

biased, especially for small sample sizes. 

(iii) In a generalized regression approach Sämdal (1981) has deve­

loped an ADU estimator: 

(3) 

(The estimator takes both the Resign and the model into consideration, 

therefore the abbreviation DM.) 

This estimator is in effect the synthetic estimator (see SYNT, below) 

corrected för design bias (SYNT minus estimated design bias), and it 

can also be written: 

(4) 
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Remark 1. If we in (4) exchange Mn.q for >i\Uq, the DM estimator is 

transformed into the PST estimator. Hence, the larger the sample size, 

the snailer the difference between the two estimators. 

Remark 2. With small sample sizes the DM estimator can give negative 

estimates. Such estimates would hardly be accepted in a real-life 

application, since they are not in the parameter space. (If negative 

estimates are replaced by e.g. zero, the DM estimator will be biased 

bat have smaller variance.) In the present simulation study, however, 

negative estimates are accepted. 

The above three estimators are all asymptotically design unbiased. We 

will now turn to some estimators which lack this appealing large 

sample property. However, they have other merits, which make them 

strong competitors. These lat ter estimators can all be considered as 

special cases of a class of estimators (Structure Preserving Estimates 

- SPREE) proposed by Purcell (1979) in a categorical data analysis 

approach. One feature of this approach is the implicit assumption of a 

super-population model for the behavior of small domain frequencies 

over time. 

In short, a SPREE estimator is defined through an adjustment of data 

from a previous point of time to given current marginal totals, while 

at the same time as far as possible preserving the structure of inter­

action between the variables as established at the previous point of 

time. Special cases will be spelled out in more detail below. 
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(iv) When at least two current margins are known, the SPREE estimators 

are the result of an iterative proportional fitting (IPF) procedure. 

In the present context this means that we have access to the current 

margins Nnj, (= n
 n h i . ) a n ( ^h.q ( a s w e ^ a s to the complete data 

set N'hiq from the previous point of time). In this situation the IPF 

algorithm can be written: 

The known previous data N'njq are taken as initial proxies, i .e . 

(5) 

At the kt" iteration we compute 

(6) 

The iterative process is continued until some convergence criterion is 

satisfied (assume that this will happen when k=kg); finally the SPREE 

estimate is calculated as 

(7) 
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(v) I f the complete previous data, N'niq> and the current margin 

N;-,-j. but not the Nn>q are known we obtain the SPREE estimator 

(8) 

This estimator w i l l resu l t from an IPF-procedure where only step 1 in 

each cycle is performed. I t can also be derived d i rec t l y as a solut ion 

of the minimizing problem associated wi th SPREE est imation. 

A 

( v i ) I f only the current information Nn i # and Nn „ is known, the 

SPREE estimator is given by 

(9) 

This estimator is the resu l t of the IPF-procedure when a l l i n i t i a l 

proxies have the same value. 

3.3 Results 

The SPREE estimators suffer from sampling error and design bias and 

therefore the quality measure must include these two quantities. The 

quality measure we have chosen to estimate in the simulation study is 

the square root of the relative mean square error 

(10) 



- 12 -

We also estimate the relative standard error 

(11) 

and the re la t ive bias 

(12) 

These quanti t ies are associated in the following way 

(13) 

The variable of in te res t consists of only two categories. Since we 

know the sum N n (= N#]_q + Nf2q) we only present the resul ts 

for the estimation of N.iq, the number of non-married cohabiting 

people in each municipality. 

The budget does not allow the inclusion of all 277 municipal i t ies . In­

stead we examine several minipopulations. The largest of these con­

s i s t s of 55 municipal i t ies . Our two Monte Carlo simulations consist 

of: a) the selection of 400 samples, each of size n . . . = 1 000; b) the 

selection of 200 samples of size n . . . = 5 000. 

The resul ts expressed in terms of the square root of rel-MSE are pre­

sented in figures la - lb where the minipopulatioi consists of the 18 

la rges t municipali t ies; simulations for other mi ni populations show a 

similar quality pic ture . 
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Figure la-lb 

Square root of rel-MSE. Mi ni population: The 18 largest municipali­

ties. 

a) Sample size 1000 

Municipalities and their relative sizes 

b) Sample size 5000 

Municipalities and their relative size». 
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The f igures show that the ADU estimators have a larger (rel-MSE)1/'-

than the model-dependent est imators, when the sample size is 1000. 

Only the usual synthetic estimator, SYMT, has for some munic ipal i t ies 

a larger (rel-MSE)--/^ than the ADU est imators. 

When comparing the biased estimators, the importance of the aux i l ia ry 

information appears quite c lea r l y . I f the previous information M ' 'n i q 

i s lacking ( i . e . the SYMT estimator) the problem with a large bias is 

obvious. The SPR estimator uses the current data, Mn n, in con­

t r a s t to the SYNT1 estimator, but the f igures (and also table 1) show 

that Mn n has no clear posi t ive e f fec t on the resul ts . 

The annual survey SLC mentioned ea r l i e r in th is paper has a sample 

which contains about 1000 not married persons from the 18 largest mu­

n i c i p a l i t i e s . I f we want estimates for these munic ipa l i t ies , and i f we 

bel ieve that ( r e l - M S E ) ^ is a relevant measure of the qua l i t y , 

then f igure la indicates that we ought to choose SYtJTl or SPR. 

When the sample size is increased, the ADU estimators and the biased 

estimators are brought closer to each other. At the sample size 1000, 

the DM estimator has a smaller (rel-MSE)1/2 than PST, but at the 

sample size 5000 the difference is neg l ig ib le . 

The biased estimators change jus t s l i g h t l y when we increase the sample 

size from 1000 to 5000, which means that the bias is the dominating 

error even in the case with the smaller sample size. 
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Also, simulations have been carr ied out for two d i f fe ren t samples of 

18 mun ic ipa l i t ies (denoted "Sample 1" and "Sample 2") and for the 55 

la rgest mun ic ipa l i t ies . In table 1 we present the average ( r e l - M S E ) ^ 

when the sample size is 1000. 

Table 1 

Average root of rel-MSE for d i f fe rent minipopulations when the sample 

size is 1000. 

Estimator 

Table 1 shows that i f you are looking for an approximately design 

unbiased estimator, the DM estimator w i l l be a good choice. I f your 

only demand is to have an estimator with a small average mean square 

error and you only have the current information Nnj _ and Nj-, „ then 

you should choose SYNT. 

I f you also have access to previous data, N'^-JQ, the choice is 

less stra ight forward. One advantage with SPR compared to SY'JTl is that 

SPR d i rec t l y provides estimates which add up to the current marginal 

to ta ls Nft n. On the other hand, SPR is more complicated to calcu­

la te than SYNT I. 
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The size of the ra t i o between the bias and the standard error is de­

c is i ve for the poss i b i l i t y of computing confidence i n t e r v a l s . I n table 2 

below th is ra t io for the biased (the re la t i ve bias for the HT and DM 

estimators is never important) estimators is displayed. 

Table 2 

Ratio between the absolute value of the bias and the standard error 

for the biased estimators when the sample size is 1000. Minipopula­

t i o n : "Sample 1 " . 

Muni ci- Estimator 

pal i ty ?ST SYNT SYNT1 SPREE 

Relative size 

{%) of the 

municipal i ty 
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Table 2 shows that PST has a bias which, in general, can not be neg­

lected when confidence intervals are computed. The bias is caused by 

the rule used in the present simulation study when n^>q = 0. 

However, the model-dependent estimators are much more affected by the 

bias, and hence a conventionally computed confidence interval will be 

quite misleading as a quality measure. 

4 Monte Carlo simulations for composite estimators 

The AOU estimators are approximately design unbiased but suffer from 

large sampling errors, while the model-dependent estimators are design 

biased with small sampling errors. In the literature there are several 

examples of attempts to construct composite estimators aiming to corn-

bine the strenghts of each group of estimators (e.g. Schaible, Brock 

and Schnack (1977)). They have in some cases performed well. 

The estimators SYNT1 and SPR have a smaller relative mean square error 

than the other estimators examined in section 3. Therefore it seems 

reasonable to choose one of those two. However, due to wider general 

applicability we will concentrate on estimators based on current data 

only. We have chosen the poststratified estimator, PST, and the 

synthetic estimator, SYNT. 

One simple type of composite estimator can be written 

(14) 

where Cq is an a p r i o r i f ixed weight. 
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It is easily shown that the weight which minimizes the mean square 

error of (14) is 

(15) 

which may be rewritten as 

(16) 

Obviously, the relevant quant i t ies in expression (16) are not easily 

assessed; th is is especially so for the expected cross-product. How­

ever, if this l a t t e r quantity is negligible relat ive to MSE(SYNT), the 

optimal weight simplifies (we mainly follow suggestions in Schaible 

(1979)) to 

(17) 

The problem of determining the optimal weight is reduced to the 

assessment of the ra t io MSE(PST)/MSE(SYNT). 

Another type of composite estimates is 

(18) 
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where Cq is a sample dependent weight. In an e f f o r t to ar r ive at a 

simple weight we have used the fo l lowing crude l ines of argument: 

Suppose MSE(PSI"|n n) - a/n n, where a is a constant. 

Fur ther , suppose that we have MSE(SYMTjn n) - b, where b is a 

constant. I f so, we might - with (17) in mind - t ry the weight 

(19) 

If a/b can be approximated from e.g. simulation studies on populations 

similar to the one under study we have found a sample dependent 

weight. 

The simulation study is designed in the same way as the study reported 

in section 3. However, we have only carried out one Monte Carlo simu­

lation consisting of a selection of 400 samples, each of size 

n...= 1000. The mi ni population consists of a random sample of 18 muni­

cipalities that will be denoted "Sample 3" in the following. 

A 

In the simulation study we examine the composite estimator N.-jn, 

using three d i f fe ren t sets of weights. 

a) C q - optimal values for the current population 

b) Cq = optimal values at the 1975 census; and 
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where the value 105 (= a/b) is determined from the simulation study 

for the mi ni population "Sample 1" reported in section 3. 

In the f i rs t step the optimal C*q-values in a) are estimated 

by unbiased estimation of the numerator and denominator of (15) by 

using the 400 estimates. 

The same procedure is then repeated for the mi ni population from the 

1975 census in order to estimate the Cq-values in (b). 

In the second step (rel-MSE)l/2 for the composite estimators are 

estimated in the same way as for the estimators reported in section 3. 

The Cq-values in alternative (c) are calculated for each sample. 

The results from the Monte Carlo study are presented in table 3. 

Since the weight in alternative c) varies from one sample to another 

we have calculated the quantity 1/ (1 + 105/E(n «)> in order to 

give the reader some idea of the size of the weights actually used. 
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Table 3 

Weights in the composite estimators and square root of rel-MSE. 

Minipopulation: "Sample 3". 

Muni- Optimum Optimum 

ci pa- weight weight 

1 i ty (a) in the 

1975 

census 

(b) 

(rel-MSE)1/2 for the 

fol lowing estimators: 

Composite 

(a) (b) (c) PST SYNT 

Rel. size 

(%) of the 

municipali ty 
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We notice that the synthetic estimator has a smaller (rel-MSE)1/'-

than the pos ts t ra t i Pied estimator in a l l of the munic ipa l i t ies but the 

two largest . Al l three composite estimators also provides estimates 

t h a t , re f fe r ing to (rel-MSE)•'•/'-, to a large degree resemble that 

of the synthetic estimator in a l l munic ipa l i t ies but the two largest , 

where the composite estimator is superior. 

The composite estimator based on (b)-weights is for most munic ipal i ­

t i e s a better estimator than the estimator based on (c)-weights. How­

ever, notice that the use of a l te rna t ive (c) provides a smaller 

(rel-MSE)1/2 than both PST and SYMT for six mun ic ipa l i t ies . 

Looking at the weights and the (rel-MSE)1/2- we f ind that the conposite 

estimator is rather insens i t ive to deviations from the optimum weight. 

5 Conclusions and plans for future work 

The resul ts of the Monte Carlo simulations for small area estimation 

of the number of non-married cohabit ing parsons in munic ipa l i t ies have 

led to the fol lowing conclusions: 

a) the model-dependent estimators are superior to the ADU estimators 

for "common" sample sizes with respect to (re l -MSE)l /2; 

b) among the model-dependent est imators, SYMTi and SPR show good po­

ten t i a l ; 
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c) the DM estimator seems to be superior to the a l ternat ive ADU e s t i ­

mators included in the study; 

d) when only current information is ava i lab le , the composite estimator 

seems to be a good choice. 

Recently a question on cohabit ional status has been included in the 

Swedish Labour Force Survey (LFS). The LFS is based on a much larger 

sample than the SIX, and therefore the conditions are more favourable 

for the ADU est imators. On the other hand, the larger sample size can 

also be used to reduce the mean square error of the model-dependent 

est imators. Ongoing work., not reported here, shows that to a large 

extent i t is possible to reduce the bias of the model-dependent 

estimates by c lus te r ing the munic ipa l i t ies in homogeneous groups 

according to previous data. Estimates can then be calculated for the 

mun ic ipa l i t i es in each group. This w i l l increase the standard error 

(you use only the part of the sample belonging to the group of munici­

p a l i t i e s ) , but t h i s increase w i l l - at least in some groups - be much 

smaller than the reduction of the bias. We are at present working on 

the problem of f i nd ing a suitable c lus ter ing strategy. 

F i n a l l y , we intend to calculate and publish the small area estimates. 
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ESTIMATING POPULATION CHARACTERISTICS AMD HOUSEHOLDS IN SWEDISH MUNI­

CIPALITIES USING SURVEY AND REGISTER DATA 

Sixten Lundström, S t a t i s t i c s Sweden 

1 INTRODUCTION 

The Swedish Population and Housing Census col lects and reports popula­

t i o n and household information every f i ve years and for each munici­

p a l i t y . Despite a strong demand for such information fresh data are 

nearly completely lacking for years between the censuses. S ta t i s t i cs 

Sweden does however conduct a number of sample surveys producing popu­

l a t i o n and household data on an annual basis, but the samples are not 

large enough to y i e l d acceptable estimates even for the counties. Our 

computerized Register of the Total Population (RTP) gives very accura­

t e information for ind iv idua ls , but i t cannot ident i fy households. 

Also, i t contains only few variables and thus, i t cannot provide the 

desired information even for ind iv idua ls . 
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Marital status is one variable in the RTP, but as several persons in 

Sweden are cohabiting without being married the statistics deriving 

from the RTP-vari able is quite irrelevant as description of actual 

cohabitation frequencies. There is a demand for information on the 

number of cohabiting persons in each municipality even for the years 

between the censuses and therefore we have, in that context, tried to 

develop an estimator. We have carried out Monte Carlo simulation stu­

dies in order to measure both the sampling error and the bias. On the 

basis of these studies we then refined the selected estimator and 

finally Statistics Sweden published the estimates. 

In this paper we also present a study concerning the problem of esti­

mating the number of households of different sizes in each municipali­

ty. The methodological work is, however, still in its infancy and more 

research is needed before a method can be put into practice. 

2 DESCRIPTION OF THE AVAILABLE DATA SOURCES 

The population and housing census gives, every five years (November 

1st is reference time point) and for every municipality, both the num­

ber of cohabiting persons and the number of households of different 

sizes. For years between censuses we have mainly three data sources 

containing parts of the requested information which we describe below. 
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The Register of the Total Population (RTP) covers the whole population 

(the covering errors are very small) and contains variables such as 

sex, age, marital status and income. In the RTP one can also bring 

together persons married to each other and also connect children to 

their mother. One cannot, however, bring together persons cohabiting 

without being married (living as a married couple). Also, children 

that live at home and are more than 17 years old are registrered as 

single households. 

Statistics Sweden publishes monthly demografi c information from the 

RTP. 

The Survey on Living Conditions contains, among many other variables, 

the study variables cohabitational status and household size. It pro­

vides every year estimates for the whole nation, but the sample size 

is too small (it contains approximately 3.400 non-married persons) to 

give acceptable estimates for each municipality. The expected number 

of observations is less than 10 for about 70 per cent of the 277 muni­

cipalities. 

During each quarter a fourth of the sample is collected and therefore 

we have no fixed reference time point. Also, the census measure a more 

permanent living compared to the SLC Moreover different data collec­

tion methods are used in the two data sources: In the census data are 

collected by mail and in the SLC mainly by personal visits. These are 

the main reasons why the estimates from the two data sources differ. 
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For example, among unmarried persons in November 1980 the SLC overesti­

mated the number of cohabiting non-married persons compared to the 

census by about 20 per cent. 

The Labour Force Survey (LFS) provides e\iery month tabulations of la­

bour force status by age, sex, marital status, broad occupational ca­

tegories, and other characteristics. Since 1983 it also collects data 

about cohabitational status. 

The sample includes each month about 18.000 persons drawn from the po­

pulation aged 16-74 years. The sample is rather large, particullary if 

one combines samples from several months, but in spite of that it is 

not sufficient to provide accurate estimates for municipalities. 

It is not realistic to expect any large change in the census, the RTP, 

the SLC or the LFS in terms of content, sample size and periodicity in 

the near future. Hence, none of the data sources alone will be suffi­

cient to produce accurate estimates, but perhaps a method for combi­

ning their data could give acceptable estimates? 

3 DISCUSSION OF SMALL AREA ESTIMATION METHODS 

3.1 Notation and properties 

For the particular problem of estimating, for each municipality, the 

number of non-married cohabiting persons and the number of households 
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of d i f f e r e n t s izes, respect ive ly , some notat ion w i l l be introduced. To 

t h i s end, suppose that the population of size N consists of Q mutually 

exclusive and exhaustive small areas label led by q = 1 Q. For each 

small area ' q ' , uni ts are c lass i f i ed in to H mutually exclusive and ex­

haustive associated var iable classes. Moreover, suppose that the study 

var iables categories, i = 1 , . . . I , s p l i t the population along a th i rd 

"dimension". This l abe l l i ng gives a three-way cross-c lass i f ica t ion 

in to HI Q ce l l s with Nni-q population units in the hiq-th c e l l , and a 

sample count nnl-q. Aggregation across a subscript is indicated by repla-
HI 

cing that subscript by a dot ' . ' ; e.g. N = ZE N. . i s the population 
. . q ^ .j n i q 

size for the q-th area. The sample aggregates n..q are defined similarly. 

The small areas are, in both applications, equal to municipalities, 

but the associated variable and, of course, the study variable differ. 

The ultimate aim of the two studies presented in this paper is to deve-
H 

lop estimators for N#1-q ( = z N. • ) . To our help we have informa-
h 

tion about the number of persons in cell hiq in the latest census, which 

we denote N'njq. In addition, RTP provides the current number of persons 

in municipality q belonging to category h of the associated variable, 

i.e. Nn_q, and our sample survey gives a nation-wide estimate of the 

number of persons in cell hi; we denote it Nn-j.. 

Small area estimators are usually model-dependent and thus, we are faced 

with potentially biased estimates; the bias arising whenever the assump-



- 32 -

tion about the model is not satisfied. One appropriate measure of the 

accuracy of the small area estimator N.-jq will then be the mean square 

error, i.e. 

(1) 

where Var (N#1-q) is the variance and B (N.-jq) the bias of the 

estimator N#1-q 

The usual probability (design) estimators, as e.g. the expansion esti­

mator and the stratified or the poststratified estimator, are basically 

unbiased and in addition they have the appealing property that one can 

calculate their accuracy (e.g. by a confidence interval!) of the esti­

mate from the sample. However, we know that the variances are unfor­

tunately too large in the present context. 

A model-dependent estimator, on the other hand, usually has small samp­

ling variability but occasionally it suffers from a large bias. 

When developing a model-dependent small area estimator the key issues 

are to find useful data sources, to select "optimal" associated variables 

and "optimal" categorizations of them and of course to seek a most ef­

fective estimation method when relying on these data. There is usually a 

conflict inherent in the attempt to minimize the mean square error be­

cause a decrease of the bias often leads to an increase of the varian­

ce. 
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One serious disadvantage of the model-dependent estimators is that one 

cannot obtain a reliable estimate of the mean square error based on the 

available data. It is therefore very important to evaluate the estimator 

before it is put into practice. In this paper we present attempts to in­

vestigate the properties of different small area estimators in two dif­

ferent cases; estimation of cohabitation frequencies and estimating the 

number of households of different sizes. For the latter case it must be 

stressed, however, that the research reported here is preliminary and 

many issues require further investigation before the method can be put 

into practice. 

3.2 Some small area estimators 

The efforts to investigate and develop small area estimators have in­

creased greatly during the last decade. A comprehensive review of re­

search in small area estimation is given by Puree!! and Kish (1979). 

Other examples of the research are given in Steinberg ed. (1979) and the 

forthcoming conference proceedings edited by Rao, Platek, Särndal and 

Singh. Several of the estimators and ideas investigated in the work pre­

sented in this paper emanate from Purcell (1979) and Schaible (1979). 

In a categorical data analysis approach, Purcell (1979) develops a group 

of estimators which he denotes Structure Preserving Estimates (SPREE). 

Briefly, the SPREE methods consist of adjusting some known previous data 

to known current marginal totals, while in some way preserving, as far 
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as possible, the interaction structure between the variables as estab­

lished in the previous data (minimizing a weighted sum of squared 

differences between the previous data and the estimates subject to 

the current marginal constraints). The varying degree of access to pre­

vious data and marginal constraints result in different estimators. In 

the present context we have complete previous data, N'p-jq (representing 

the association structure) and two current margins, Mn1\ and N n > q (repre­

senting the allocation structure). To be able to solve the minimization 

problem an iterative procedure denoted Iterative Proportional Fitting 

(IPF) has to be used. The IPF-algorithm is described below. 

At the initial step the starting values are put equal to the known pre­

vious data, i.e. 

(2) 

At the k iteration we compute 

(3) 

(4) 
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The i t e r a t i v e process is continued un t i l some convergence c r i t e r i on is 

s a t i s f i e d (assume that t h i s w i l l happen when k = k 0 ) ; f i n a l l y the 

SPREE estimate is ca lcu lated1 as 

(5) 

The SPREE estimator is model-dependent where the model consists of a set 

of assumptions about preserved association interactions. The theory be­

hind the SPREE estimators is rather complicated and the details are 

therefore excluded from this presentation. Readers interested in the 

theory are recommended to study Purcell (1979). 

If we do not have access to all the data mentioned above we can obtain 

other SPREE estimators. It is reasonable to expect that an estimator 

1) The SPREE estimates are calculated by an APL-program. 
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using all information will be superior to the other estimators but, 

because of their wider applicability we also investigate other esti­

mators. 

If the complete previous data, M'hiq; and tne current margin Nn-j_ (but 

not the Nfo.q) are known we obtain the SPREE estimator 

(6) 

If only the current margins N̂ -j # and %,q are known, the SPREE esti­

mator is 

(7) 

Both SYhJT and SYNT1 are model-dependent estimators and are sometimes de­

noted "synthetic estimators". 

In a generalized regression approach Särndal (1981) developed an esti­

mator which is asymptotically design unbiased, 

(8) 
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The first term equals the SYNT estimator and the second one is an esti­

mator of the bias of the SYNT estimator. The bias estimate will of 

course suffer from a large sampling variability and therefore the es­

timator more resembles the "classical" estimators, like the poststra-

tified estimator, than the estimators described above. 

Another appealing group of estimators is composite estimators, which 

usually consist of a weighted sum of a classical (design unbiased) esti­

mator and a model-dependent estimator. A great problem associated with 

these estimators, though, is to find good weights. 

4 ESTIMATING THE NUMBER OF NON-MARRIED COHABITING PERSONS IN EACH 

MUNICIPALITY 

4.1 Summary of a Monte Carlo simulation study 

This section is based on an article by the present author which will be 

published in SMALL AREA STATISTICS: AN INTERNATIONAL SYMPOSIUM, OTTAWA MAY 

22-24, 1985 (Editors: J.N.K. Rao, Richard Platek, C E . Särndal, and M.P. 

Singh), Wiley & Sons. The methodological work presented in the following 

sections is based on the results in this article and we therefore confine 

ourselves to describe the way of conducting the simulation study and to 

present the main findings. 
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The purpose of the stuay was to compare different small area estimation 

methods when estimating the number of non-married persons in municipality 

q belonging to cohabitational status i (cohabiting, not cohabiting), N.-jq, 

for years between censuses. 

The associated variable, available from the RTP, that we thought would be 

most related to cohabitational status was sex and age in combination. 

VJe used the following age categorization; 15-24, 25-34, 35-44, 45-54 and 

55-74 years. 

The effects of both se pling error and design bias should be covered and 

therefore Monte Carlo simulations were carried out. 

The study was designed to estimate the totals N#1-q, for the 1980 Cen­

sus period. The previous data, N'njq were caught from the 1975 Census 

and Nn n from the Census 1980 (RTP and the census yield the same quan­

tity). The sample information, nn-jq, was based on repeated simple ran­

dom samples of size n from the 1980 Census. Thus, conditions were more 

favourable than in reality because we did not take into consideration 

the conceptual differences between the census and the available surveys 

(SLC and LFS). The surveys are, on the other hand, based on stratified 

samples and therefore will yield estimates with smaller sampling varia­

bility than the estimates in the study but this is shown to have no se­

rious effect. 
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The Monte Carlo simulations consisted of: (i) a selection of 400 samp­

les, each of size n = 1000; (ii) a selection of 200 samples of size 

n = 5000. The budget did not allow the inclusion of all 277 municipa­

lities but instead we studied several minipopulations. The largest of 

these consisted of 55 municipalities. We estimated among other things 

the square root of the relative mean square error 

(9) 

The three SPREE-estimators1, SPR, SYMT and SYNT1 were included in the 

study and also the DM estimator. To be able to compare with some well-

known unbiased estimators a Horvitz-Thompson and a poststratified esti­

mator were also included in the study. The Horvitz-Thompson estimator was 

(10) 

and the poststratified estimator 

(11) 

1) We used the following estimator of Nn-j.: 
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The variable of in teres t consists of only two categories: cohabi t ing, 

not cohabit ing. Since we know the sum N « (= N>n-q + U^q) we only 

present the resul ts for the estimation of N. iq , the number of non-

married cohabit ing people in each munic ipa l i ty . 

The resul ts expressed in terms of the square root of rel-MSE are pre­

sented in f igures l a - l b (w i l l be found in the author's paper in Rao 

e t . a l . together with other resul ts) where the minipopulation consists 

of the 18 largest mun ic ipa l i t i es ; simulations for other mi ni populations 

show a s im i l i a r p icture as regards the qual i ty of the estimates. 
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Figure 1a-1b 

Square root of rel-MSE. Minipopulat ion: The 18 largest munic ipal i ­

t i e s . 

a) Sample size 1000 

Municipalities ond their relative sizes 

b) Sample size 5000 

Municipolities and their relative sizes 
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The figures show that the asymptotically design unbiased (ADU) esti­

mators, i.e. the HT, the PST and the DM estimators have a larger 

(rel-MSE)iä than the model-dependent estimators, when the sample 

size is 1000. The SYNT estimator, however, has for some municipalities 

a larger error than the ADU estimators. When the sample size is in­

creased, the ADU estimators and the biased estimators are brougth clo­

ser to each other. The biased estimators change just slightly when we 

increase the sample size from 1000 to 5000, which means that the bias 

is the dominating error even in the case with the smaller size. 

Among the biased estimators the SYNT1 and the SPR estimators are supe­

rior to the SYNT estimator. It is difficult to order SYNT1 and the SPR 

estimator, which means that the current information Nn „ has no 

significant effect on the result. 

In another Monte Carlo simulation study the research concentracted on a 

composite estimator of the form 

(12) 

where Cq, in one alternative, is an a priori fixed weight and in 

another alternative a sample dependent weight. 

The study shows that the composite estimator, N.jq, can be a good 

estimator when one only has access to current data. However, the SPR 
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and the SYNT1 estimator are still the best candidates when all the da­

ta described in section 2 are available. 

The SYMT1 estimate is easier to calculate than the SPR estimate but we 

think that the SPR estimate is more plausible, more relying on common 

sence and therefore more convincing to the user of statistics. 

We have also calculated the mean absolute relative bias over all the 

277 municipalities and then found that the SPR estimator has a smaller 

value than the SYNT1 estimator (5.96 compared to 6.25). 

4.2 Refinements of the SPR estimator 

We know from the simulation study that the bias (model error) is the 

dominating error for the SPR estimator and thus, the refinement ef­

forts should be offered on bias reduction methods. 

Implicitly, we have assumed in the simulation study that the municipa­

lities are sufficiently homogeneous with respect to cohabiting status 

across the subgroups defined by sex/age, to justify the SPR estimator. 

Analysis of census data shows that this is not an accurate assumption 

and therefore we have tried to group the municipalities in some better 

way so that if the estimation is done within groups, then the assump­

tions underlying the estimates are more likely to be met. Obviously, 

the greater the number of groups we divide the municipalities into, the 
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greater we can make the homogenity within each group. However, there is 

a limit to the number of groups that should be formed, since the samp­

ling error increases as the size of the group to which they belong 

decreases. 

It is wery difficult to obtain an optimal solution to the group forma­

tion problem. Firstly, it is hard to derive an analytic form for the 

variance and the bias of the SPR estimator and secondly, it is compli­

cated to cluster the municipalities into homogeneous groups without 

obtaining some small clusters providing a large sampling error. 

The Monte Carlo simulation study showed that the SPR estimator and 

SYNT1 estimator resemble each other not only with respect to the mean 

square error but also with respect to the variance and the bias. The 

SYHT1 estimator has an easier form than the SPR estimator and therefore 

we decided to study the effect of the grouping on the SYNT1 estimator 

and in that indirect way refining the SPR estimator. 

The variance of the SYNT1 estimator has the following approximate form 

(13) 

and the bias is 



- 45 -

(14) 

Remark. The dot subscript is here used to denote summation over munici­

palities in the group. 

We utilized the same data as in the simulation study, viz. the 1975 

census provided N ^iq and the 1Q30 census N'n1-q. We calculated the 

expected number of observations from LFS in each group of municipali­

ties and used this sample size in the computation of Var (N^-J. 

It is not apparent which clustering techniques and which input data 

that should be used. As an initial tool we utilized a cluster analysis 

program in SAS (Statistical Analysis System) and tried different input 

data. After each clustering we calculated the mean square error, moved 

some municipalities from one cluster to another, calculated the mean 

square error again, and so on. We wanted to have a large mean effect 

and moreover no serious deterioration of the estimate for any municipa­

lity. When using N,. /N - as input data we attached the best result, 

J a h1q .1q v 

which was a reduction of the mean (over municipalities) of the square 

root of rel-MSE by about 25 percent compared to the unclustered alter­

native. The municipalities were then clustered into four groups. 
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We have also tried to change the categorization of the age variable 

but this has not had any significant effect on the mean square error. 

4.3 Publishing the estimates 

The estimators we use at Statistics Sweden are basicly unbiased and 

usually we also calculate a confidence interval! and publish it in con­

nection with the estimate. With the SPR estimator we have a quite new 

situation, where we know that the estimator is biased and where we can­

not provide any probability statement about the accuracy. Therefore, we 

have entertained apprehensions about publishing the data. However, in 

June 1985 we distributed the results to the municipality planners and 

presented it as an "experiment". We told them how the estimators were 

constructed, which experiences we had about their shortcomings and we 

asked them to call us if they discovered some peculiarities. Up to now 

only a few of the planners have called us, but perhaps they will react 

when they obtain the Census 85 data. 

5 ESTIMATING THE NUMBER OF HOUSEHOLDS OF DIFFERENT SIZES IN 

EACH MUNICIPALITY 

5.1 Introduction 

There is a strong demand for information about the number of households 

of different sizes in each municipality. The census yields every five 
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years such data but for years between two censuses there are no upda­

ted estimates available. The Survey on Living Conditions (SLC) provi­

des nation-wide estimates on an annual basis but the sample size is 

too small to give acceptable estimates. 

In this section we present an attempt to combine data from the latest 

census, the SLC, and the population register, the RTP, in order to 

estimate the number of households of different sizes in each municipa­

lity. 

The study, and particularly the selection of the estimator, is mainly 

based on the results in the Monte Carlo simulation study reported in 

section 4. The available auxiliary information and the results in that 

study speak in favour of a SPREE estimator of a SPR type. The kernel of 

the estimating procedure is the following: 

The variable of interest is "type of household", where the categories 

are constructed from "number of adults" and "number of children" (see 

Appendix 2). The unit "adult" (older than 17 years) is used in the main 

part of the estimation process, but in the last step the SPREE esti­

mates are transformed into household data. For each variable of inte­

rest category, we know the number of adults and, accordingly, we know 

the number of times a particular household is represented in the esti­

mates based on individuals. For example, the number of households with 

two adults and one child is estimated by dividing the estimate based on 
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individuals by 2. The reason why we compute the SPREE estimates by 

using individual values is that both RTP and SLC are based on indi­

viduals. 

The nain purpose of the study is to develop a SPREE estimator perfor­

ming well in the above context. The task rises several questions: Which 

associated variables are the best? How should they be categorized? Is 

there any gain by clustering the municipalities? 

Given a set of potential associated variables, there is good reason to 

reduce it to a smaller 'best1 combination. The use of several varia­

bles, each assuming a moderate number of categories, can result in a 

large number of cells, which may cause difficulties in obtaining 

reliable sample estimates even at the national level. 

Here we start with a pragmatic approach in selecting associated varia­

bles and their categories. We choose the variables suspected to be re­

lated to the variable of interest and which are readily available, viz. 

sex, age, marital status, and number of children (see Appendix 1). 

The questions above and the selected type of estimator request a simu­

lation study, but we have not been able to conduct such a study because 

of restricted resourses. Hence, we have to neglect the sampling varia­

bility and concentrate on the bias (model error). We know from the si­

mulation study that, under those constraints (the small areas consist 
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of municipalities and the survey is based on a sample of "ordinary" 

size), the dominating error is the model error. However, in th-is study 

we use a rather large number of subgroups (H) and therefore, the samp­

ling variability can be serious. 

All three data sets are to be used simultaneously when calculating the 

SPREE estimate. Moreover, the calculations are rather comprehensive 

which means that a large computer is required and therefore only the 

municipalities in one particular county (Älvsborgs län) are included 

in the study. 

Another restriction of the study is that we do not pay regard to the 

differences in the definition of the variable of interest and reference 

period between the SLC and the census. 

5.2 Descripton of the study 

We study a SPREE estimator with its association structure represented 

by M'nin and its allocation structure by {N ;N }}i.e. a SPR 

type estimator. In the applied situation, we take N'hiq from the previous 

census, N^i. from SLC and Nn#q from RTP. 

The study was designed for the purpose of examining the SPREE estimator 

N.-jq for the totals N.-,-q (= true values) for the 1980 Census period. 

Thus, we know the parameter values and can compare them with the esti­

mates and compute quality measures. 
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The la tes t complete data, N'hiq» w i l l be retr ieved from the 1975 Census. 

This implies that the time between the computation of N'hiq a nd t n e e s t i -

mates N.-jn is at most f i ve years. In the study the current information 

N^i. is taken from the 1980 Census - not from SLC. 

In Table A a summary of the evaluations is displayed. The associated 

variables and t he i r categories used in these SPREE estimates are described 

in Appendix 1 . We also show the e f fec t of excluding the age variable 

from the SPREE estimator in Table A. 

The only avai lable household data for munic ipal i t ies in the intercensal 

period are those from the previous census and from the RTP. As mentioned 

above, we already know that there is a deviation between the de f i n i t i on 

of RTP-families and that of census-households, but due to the fact that 

some planners use the RTP information as subst i tute for census informa­

t i o n , we think that i t is also relevant to compare with RTP estimates, 

when evaluating the SPREE est imator. 

The qual i ty measure has the fo l lowing form: 

(15) 

where, Sjq denotes the Census 1975 (C75), the RTP, or SPREE values, 

respectively, for household type i for municipality q 

and 

C80 denotes the Census 1980 values. 
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TABLE A 

Pq values for d i f f e ren t data sources. 



- 52 -

The table shows that , with respect to the measure Pq, the SPREE 

estimator provides much better information than the Census 1975 and the 

RTP. The RTP in particular gives quite misleading results. Using five 

years old data as current estimates also seems to be a rather doubtful 

practice. 

When excluding the age variable, we obtain larger Pq values for 

nearly all municipalities. However, we know that when reducing the num­

ber of associated variables, we also reduce the sampling variability in 

Nn-j, • This study gives no answer as to which combination of associa­

ted variables is optimal, but the work will continue. 

Up to now we have only presented an average measure (over categories) 

of the errors, but in Appendix 2 we also display the results for each 

category and for two "typical" municipalities. (In Lundström (1984) the 

results for every municipality are given.) Examination of the tables 

shows that the SPREE estimator performs well for most categories. 

On an annual basis, local planners make prognoses about matters such as 

the demand for dwellings, and they base them to a great extent on what 

happened in the past. Thus, it is interesting to discover whether 

the SPREE estimator measures the sign (positive, negative or unaltered) 

of the trend in a correct manner. The number of categories (out of 16) 

where the SPREE estimator has been successful is (the municipalities 

are arranged in the same order as in Table A): 
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14, 12, 13, 15, 15, 15, 14, 11, 11, 9, 14, 14, 12, 12, 12, 15, 13, 

12. Thus, the estimator also acts well with respect to that measure; 

moreover, when examining the cases where the estimator exhibits an 

incorrect sign of the trend one finds that they primairly consider 

small counts. 

5.3 Conclusions and plans for the future 

The findings of the study are promising and thus encourage us to 

continue to refine the SPREE estimator. We will be faced mainly with 

the problem of minimizing a measure such as "mean square error", that 

is, finding the minimum sum of the variance and the square of the 

bias. We know that the fewer the associated variables and categories 

are, the smaller the variance {of Mn-j.). At the same time, this probably 

increases the bias. One way of decreasing the bias is to cluster 

the municipalities so that the model, which the SPREE estimator is 

based on, becomes more relevant for each cluster. But here we are 

faced with another conflict between the variability and the bias: the 

estimate Nnj > is computed on the cluster level, which implies a 

larger variance. 

As mentioned above the described SPREE estimator places substantial de­

mands on computer resources. In the study where we confined ourselves 

tn a mi ni population, we had no problem although we had restricted re­

sources but we will perhaps meet problems in a full-scale investigation. 
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In this context, it would be advantageous to use a cluster approach 

since the computation of the SPREE estimator can be done for each clus­

ter. 

Finally, if the described future work turns out successfully, Statis­

tics Sweden intends to calculate and publish the municipality estimates. 
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Appendix 1 

The Associated Variables and their Categories 

Variable Categories 

Sex Male, female 

Age 18-24, 25-34, 35-44, 45-54, 65-

Marital status Cohabiting married person, others 

Number of children 0, 1, 2, 3- for cohabiting married 

person 

0, 1, 2- for others 
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Appendix 2 

Results for each category of two "typj^cal" munic ipa l i t ies 

Munic ipa l i ty : Ale. 

Type of house­

hold 

Number of . . . 

Information from . . . Difference 

between . . . 

RTP SPREE 

and and 

* ) We were unable to s p l i t the RTP data i n t o the two ca tegor ies "1 2" 

and " j 3 - " . 
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2 

Appendix 2 

Municipality: Mark. 

Type of house­

hold 

Number of ... 

Information from ... Difference 

between ... 

RTP SPREE 

and and 

M We were unable to split the RTP dota into the two categories "I 2" 

and "1 3-". 
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