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1. Introduction

During JOS's first decade, the set of issues survey methodologists and other researchers recognize as important in writing survey questions and designing survey instruments became increasingly diverse. Research about survey questions and instruments now draws on or contributes to a wide variety of disciplines and sub-disciplines including cognitive psychology, conversation analysis, ethnomethodology, cognitive anthropology, discourse analysis, pragmatics, and computer science. Although this review will focus on developments in the last decade, it would still be impossible to summarize systematically ten years of research relevant to instrument design in as many pages. So instead I will selectively characterize some of the directions recent work has taken, point to research rather than summarize it, and note a few issues that future inquiry faces.

The purpose for which survey questions and instruments are developed provides the context for this discussion. Survey questions and instruments are used as part of measurement operations in surveys that are conducted to describe a group or population. The adequacy of survey measurement operations is ultimately evaluated using some criterion -- for example, compatibility with an established theory, psychometric reliability, agreement with administrative records, and so on. The constructs we attempt to measure -- whether behaviors, events, feelings, attitudes, other judgments, or social characteristics -- are knowable only through some measurement procedure. Thus, our observations are necessarily "contaminated" by the process of measurement, and all scientific descriptions and tests are to some extent conditional on the method of observations.

The themes I consider within this context include the application of theories and techniques imported from cognitive psychology to the design of survey questions, the study of interaction in the interview and its relation to question design, a revisiting of the debate about standardization, the development and systemization of methods for testing survey questions, the application of more powerful analytic techniques to the study of measures of subjective phenomena, and the effect of new technologies for administering survey instruments. In some cases, these developments have different implications for researchers who are primarily interested in questions about behaviors and events (many of them working within government statistical agencies) and researchers whose focus is questions about other subjective phenomena (most of them probably working in universities). Most of this research is concerned with
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instruments designed to be used by an interviewer, but some attention has also been given to self-administered instruments.

2. Cognitive Psychology and Survey Questions

In the United States, those working on the redesign of the National Crime Survey and the Panel on Survey Measurement of Subjective Phenomena of the Committee on National Statistics were early in emphasizing the potential importance of insights from cognitive psychology for improving question design (see Biderman and Moore 1980; Turner and Martin 1984; the review of NCS work in Martin 1993; and the history summarized in Jobe and Mingay 1991). The programmatic statement Cognitive Aspects of Survey Methodology (Jabine, Straf, Tanur, and Tourangeau 1984) offered vivid and persuasive suggestions of how such cross-fertilization might improve survey questions and the data they obtain. Cross-disciplinary collaborations are probably most durable and productive when both disciplines benefit (see Jobe, Tourangeau, and Smith 1993), and survey interviews using probability samples offer a naturally occurring applied setting for testing many theories about cognition and memory.2

Research drawing on the techniques and theories of cognitive psychology has considered a wide range of constructs including both events and behaviors – such as dental visits (Lessler, Tourangeau, and Salter 1989), medical events (e.g., Means, Nigam, Zarrow, Loftus, and Donaldson 1989; Means and Loftus 1991), dietary intake (Smith 1991), smoking (Means, Swan, Jobe, and Esposito 1992), and cancer screening procedures (Sudman, Warneke, Johnson, O’Rourke, and Davis 1994) – and various subjective phenomena, such as attitudes (e.g., Krosnick 1991; Krosnick and Alwin 1987; Tourangeau 1992; Tourangeau, Rasinski, and Bradburn 1991). Recent edited volumes consider the application of social-information-processing models to surveys (Hippler, Schwarz, and Sudman 1987); context effects, primarily for questions about subjective phenomena (Schwarz and Sudman 1992); the accuracy of memories of events (Schwarz and Sudman 1994); methods for determining cognitive processes in answering questions (Schwarz and Sudman, forthcoming); and wide-ranging “inquiries into the cognitive bases of surveys” (Tanur 1992). In addition, there have been general explorations of cognitive processes, such as recall strategies and telescoping, that have important implications for survey measurement (e.g., Blair and Burton 1987; Huttenlocher, Hedges, and Bradburn 1990; Menon 1993). For those concerned with self-administered instruments, cognitive psychology has provided both theories (e.g., Strack and Schwarz 1992) and methods for solving practical design problems (e.g., Jenkins and Dillman 1993).3 Taken together, this research sug-
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2 Jobe and Mingay’s (1991, p. 182) comment that surveys provide “ecological validity” for the work of cognitive psychologists is a nice contrast with Cicourel’s (1982) argument that surveys lack ecological validity because the social context of the survey interview is remote from daily life. These contrasting perspectives are also relevant, however, to the wider interests of survey methodologists, who are ultimately interested in the quality of survey data as measurements of constructs.
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gests that there could be science to the art of asking questions and begins to build a
foundation for such theories. We could have, if not a single theory to guide the writing
of survey questions, at least theories to use in this task.

The research just mentioned also has implications for the measurement enterprise
of which survey questions are a component. A review of, for example, studies in which
self-reports of health care events are compared with providers’ records (e.g., Jobe et
al. 1990 and Loftus, Smith, Klinger, and Fiedler 1992; for earlier studies see, e.g.,
Andersen, Kasper, Frankel 1979; Cannell 1965) suggests that the accuracy of such
self-reports would probably be limited even with well designed questions (and inter-
viewers capable of administering them), because of the constraints of interview time,
the respondent’s motivation, the respondent’s memory (both encoding and recall), the
interviewer’s skill, and so on. Even if one accepts that instrument design cannot com-
pletely eliminate response errors, one might at least hope that it could help make the
structure of errors similar across respondents. However, this result may also be
beyond question design; for example, respondents with a complex history of medical
visits may report less accurately than respondents who made no medical visits, no
matter how a question sequence is written. Such considerations reinforce the impor-
tance of considering the role of a survey question within the larger task of measure-
ment: Knowledge that improves “question design” is partly—though far from
entirely—knowledge of how features of questions inescapably contribute “invalid”
variance to answers; this understanding in turn increases our ability to control,
model, or interpret features of the measurement process (e.g, Alwin 1991). In addition
to their contributions to improved measurement, however, advances in question
design are also inextricably linked to advances in understanding of the thing being
measured and contribute to that understanding.

Much of the research just referred to focuses on four stages of an information-
processing model of the response process: the comprehension of the question, the
retrieval or construction of an answer, an evaluation of or judgment about the
answer, and the reporting of the answer (Cannell, Marquis, and Laurent 1977;
Cannell, Miller, and Oksenberg 1981; see also Tourangeau 1984). This model
describes what goes on inside the head of the respondent when she answers a
survey question. In contrast, the earlier model of Sudman and Bradburn (1974)
gave more consideration to the social configuration of the survey interview: inter-
viewer, respondent, and task. Think-aloud protocols, in which a respondent is asked
to “think out loud” while answering a question in order to display his cognitive pro-
cessing, complement traditional split-ballot experiments, which emphasize task char-
acteristics, in the same way that the information-processing models complement the
earlier model of situational influences on responses. Recent attempts to extend cog-
nitive-processing models to consider how the interviewer and respondent together com-
plete the interview can be seen as an attempt to unite cognitive-processing and
structural frameworks for studying the interview (Esposito and Jobe 1991; Mullin,
Conrad, Sander, and Herrmann 1993).

As attempts to integrate these two views of the survey interview illustrate, it is
important that research on question design not lose sight of the social component
of survey measurement. Measurement is “social” in at least three ways that are
particularly relevant to the design of survey questions.\textsuperscript{4} It is socially structured experience that gives rise to memories or internal conditions (such as attitudes) that are either easy or difficult to report accurately (see, for example, Mathiowetz and Duncan 1988; Rodgers, Brown, and Duncan 1993; Schaeffer 1994; Krosnick 1991). In addition, the cognitive processing of the respondent takes place jointly with the cognitive processing of the interviewer, in the medium of interaction, so that "cognitive processing" may be indistinguishable from "interaction" (e.g., Schaeffer and Maynard forthcoming). And, finally, this interaction requires and draws on a socially organized substrate of interactional skills and conventions of talk, so that survey measurement is embedded in and conditioned on social processes (Krosnick, Li, and Lehman 1990; Schwarz 1994; review in Schaeffer 1991).

3. Interaction in the Survey Interview

Survey instruments are ultimately enacted. In an interview, the respondent experiences the question not as it appears on the page, but as it is delivered by the interviewer. To improve survey instruments, at some point we must look at what actually happens in the interview (or between the respondent and the self-administered instrument). Interaction is an inherently unwieldy subject of study – which is one reason we use standardized instruments to collect data. Early studies of interaction in the interview (e.g., Cannell, Fowler, and Marquis 1968; Marquis 1971) led to systems for coding features of the interaction that found applications in monitoring interviewers (Cannell, Lawson, and Hausser 1975) and in testing questions (see below). Building on these studies and those of Brenner (1981, 1982), one body of recent work on interaction experimentally manipulates the behavior of interviewers to examine the consequences of different interviewing styles for behavior and the quality of the data (e.g., Dijkstra 1987; van der Zouwen, Dijkstra, and Smit 1991). Another set of more exploratory studies examines interaction in the interview in closer detail to discover issues relevant for designing and testing survey questions (e.g., Houtkoop 1994; Schaeffer and Maynard 1995; Cradock, Maynard, and Schaeffer 1993). For example, although previous studies indicate that respondents' direct requests for clarification might be relatively rare (e.g., Oksenberg, Cannell, and Kalton 1991), studies that examine the details of interaction find that respondents sometimes solicit help from the interviewer by a tentative reporting of potentially relevant facts. Thus, some responses that might be classified as "inadequate answers" during behavior coding are probably indirect requests for clarification.

Both types of study of interaction in the interview also potentially offer insights for those concerned about the training of interviewers, a topic which has received too little study (but see Fowler and Mangione 1990). Studies of interaction can reveal situations that interviewers are not prepared for and document how features of the

\textsuperscript{4}The chapters on "The Role of the Respondent" and "The Question-and-Answer Process" in Surveying Subjective Phenomena (Turner and Martin 1984) consider the social context within which the respondent's cognitive processing takes place more fully than do most formulations; these chapters offer many useful ideas that research has yet to explore fully. The two volumes of Surveying Subjective Phenomena also offer one of the most extensive considerations available of the role of survey questions as part of the process of measurement.
instrument and interaction undermine standardization. Finally, a more thorough knowledge of how interviewers and respondents actually behave under the current regime of standardized interviewing may help us to conceive of alternative methods of standardized interviewing that, for some topics, might provide many of the benefits of the current method of standardization without some of its costs.

4. Standardization and its Discontents

Renewed discussion of the problems engendered and encountered by standardized interviewing (Briggs 1986; Mishler 1986; Suchman and Jordan 1990) raises useful challenges for question and instrument design. Criticisms of traditional standardized interviewing are particularly effective when taken together with research which suggests that the recall of events may be improved by procedures that do not fit neatly within the linear structure of standardized interviews (e.g., Means, Swan, Jobe, and Esposito 1992), that a less formal style of standarized interviewing may be more motivating to respondents than traditional formal standardized interviewing (e.g., Dijkstra 1987), and that interviewers do not always implement standardization well. The challenge for those designing survey questions is to weigh these problems against the well-known danger of errors introduced by interviewers; the capabilities of interviewing staffs; the different constraints entailed by the measurement of events and behaviors, subjective phenomena, or social characteristics; the limitations imposed by the interviewing technology used (see below); and the requirements of obtaining data to describe a population. Many failures of standardized interviewing are due to poor instrumentation (Collins 1980 provides striking examples), but even when it is well designed, a formal standardized interview may not be the best social environment for stimulating and motivating recall of complex topics.

5. Methods for Testing Survey Questions

Question testing has expanded beyond the “traditional” method, a small-scale pretest accompanied by an interviewer debriefing, to include the review of standardized questions by focus groups (e.g., Joseph et al. 1984), the use of cognitive laboratory techniques such as think-aloud protocols and paraphrasing (see, for example, Belson 1986; Lessler, Tourangeau, and Salter 1989), the application of cognitive techniques such as comprehension probes and vignettes (Fowler 1992; Oksenberg et al. 1991; Martin, Campanelli, and Fay 1991), respondent debriefing (part of the procedure for developing new labor force questions for the Current Population Survey described by Polivka and Rothgeb 1993; Campanelli, Martin, and Rothgeb 1991, Campanelli, Martin, and Creighton 1989), expert review of questions (Forsyth, Lessler, and Hubbard 1992), and behavior coding of pretest or pilot interviews (e.g., Oksenberg et al. 1991). (See also DeMaio et al. 1993 and the overview of methods in Forsyth and Lessler 1991.) Any technique that secures more time and budgetary resources for testing an instrument and trying it out with people different from the investigators is almost sure to improve the instrument. But this proliferation of methods invites an assessment of their comparative strengths which has barely begun (but see Presser and Blair 1994; Bischoping 1989) and which immediately faces the problem of what criterion to use in the assessment.
There are also many outstanding questions about both the implementation of these methods (e.g., the consequences of different ways of presenting a think-aloud procedure to a respondent) and the way we analyze and draw conclusions from the data they provide. Some questions of implementation could be answered by accumulated experience, if that experience were recorded systematically. We also have few tested methods for the many substantive and design decisions that are part of the question development process that precedes testing, and the literature supplies few models. One of these is Schuman and Presser's (1981) description of a multi-step procedure for the development of a set of categories for closed questions about qualities valued in a job and in children. (Schaeffer and Thomson 1992 give a different kind of illustration and references to still others.)

6. Subjective Phenomena and Measurement Models

Both our theoretical understanding of attitudes and other subjective phenomena and the methods we use to assess them have benefited from explorations of how self-reports are constructed and of how they are affected by the structure of a survey question (see sources cited above; also, e.g., Krosnick and Schuman 1988; Bishop, Oldendick, and Tuchfarber 1984). In addition, however, more powerful analytic techniques and more comprehensive data have been used to revisit problems such as assessing the effect on reliability of the number of categories in a rating scale, the category labels, or the presence of a "don't know" category (Alwin 1992; Alwin and Krosnick 1991; McClendon and Alwin 1993) and the consequences of controlling for acquiescence in analysis (Watson 1992; see also McClendon 1991). These studies help resolve issues that commonly arise in designing questions, particularly when the analysis examines how features of question structure (such as the number and labeling of categories) interact. But the ultimate usefulness of studies of the effects of item characteristics depends on the strength of the underlying analysis of question structure. We still lack a comprehensive, theoretically grounded classification of questions to guide such research (but see Appendix H of Turner and Martin 1984 for one attempt with a slightly different focus).

7. Technology and Instrumentation

Although the implications of computer-assisted interviewing (CAI) methods for instrument design have received some discussion (e.g., House and Nicholls 1988; Groves et al. 1988; Saris 1991), much of the discussion has concerned issues such as computer "fills" of variable information in question wording.\(^5\) It is probably close to an unqualified benefit to have the computer "fill," for example, the name of the household member a question refers to, instead of having the interviewer insert the name as she reads the question (unless the fills are so numerous and complex that they slow the computer system). But other capabilities of computer-assisted inter-

---

\(^5\) This discussion is limited to computer-assisted telephone interviewing (CATI), personal interviewing (CAPI), and "self-interviewing" (CASI). Instrumentation issues for other computer-assisted methods (such as prepared data entry) are not considered. I also do not consider related issues such as interviewer's acceptance of CAPI (Couper and Burt 1994).
viewing systems raise questions. CAI methods also allow the interviewer to present inconsistent answers or unusual answers to the respondent for resolution; but we do not know the consequences of the question design choices involved. A closely related feature of computer-assisted interviewing systems is more problematic: the ability to use information the respondent provided in a previous interview as part of “dependent interviewing” about change. There are many possible ways to present an answer a respondent gave in a previous interview in a question that asks for an update, and these different approaches could establish very different “thresholds” for reporting change or different degrees of pressure for consistency. The resulting thresholds and pressures could be thought of as creating “context” effects. As longitudinal surveys adopt computer-assisted interviewing methods, a variety of largely untested designs for conducting dependent interviewing is likely to be adopted.

Some implications of computer-assisted technologies for instrument design are quite broad and include effects on the timing, rhythm, and flexibility of initial design work, testing, and documentation (for some issues, see Dibbs and Hale 1993). Innovations such as computer-assisted self-interviewing in which the respondent hears questions read over headphones (“audio-CASI”) make the privacy of a self-administered form available to respondents who may have difficulty reading, and may increase the accuracy of answers about sensitive topics (e.g., O’Reilly et al. 1994). Technology also has consequences for question design considered more narrowly. For example, the size and graphical limitations of the computer screen will constrain question design for some years to come. Some complex question formats – such as grids or calendars – can be translated to small screens, but there has been little assessment of what is lost in the process or of the details of how interviewers manage these complex forms. Some consequences of the “linearity” of computer-assisted methods, such as the “segmentation” effect – which describes the disorientation of interviewers who see only “segments” of the instrument at any one time – are more problematic. To overcome this effect, some CATI and CAPI systems provide the interviewer with summaries, outlines, and other aids; designing these effectively requires attention to the “cognitive processing” of interviewers. As computer-assisted instruments become more widespread, the segmented linear character of the computer-assisted instrument may also limit how open or flexible “standardized” interviewing could become. For example, Suchman and Jordan (1990) suggest that the interviewer and respondent both review schedule, presumably in part so that the respondent could obtain an overview of the task and its objective – an experience that a CAPI instrument could not duplicate, at least not in the same way. Research like that reviewed earlier could end up suggesting that a respondent remembers more accurately if he can report relevant details in any order, view the details recalled so far to stimulate additional recall, and revise answers as needed as memories improve, but such an instrument could be difficult to implement on current computer-assisted interviewing systems.

---

6 There is also little such research about paper instruments (but see Sanchez 1992; Freedman et al. 1988).
8. Conclusion

This brief overview is necessarily selective. It overlooks, for example, recent work about determining household structure and social characteristics (e.g., Martin and Griffin 1994; Gerber and Bates 1994; Kearney, Tourangeau, Shapiro, and Ernst 1993; Martin, DeMaio, and Campanelli 1990), studies of a wide range of specific question features such as response alternatives (e.g., Wright, Gaskell, and O'Muirchartaigh 1994; Schaeffer 1992), and related work such as that on mode of administration effects (e.g., Aquilino 1994). Even so, the studies considered here suggest that researchers working on issues in instrument design have taken seriously the need to develop the theoretical grounding for their work (e.g., Groves 1987) and have been inventive and wide-ranging in their search for ways of improving survey measurement.
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