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A Post-stratified Raking-ratio Estimator Linking National
and State Survey Data for Estimating Drug Use

Trent D. Buskirk' and Jane L. Meza®

Estimation of statewide and county-specific drug use can be improved by combining national
and state survey data. Obtaining county estimates of drug use from state-level data is difficult
due to the rarity of drug use and the small sample sizes within counties. In this article, we
propose using post-stratified raking-ratio estimators to link state data with national surveys
stratified by state. We also propose a raking estimator that links state census data to national
survey data using auxiliary variables associated with drug use. Specifically, the adjusted
raking estimator produces estimates of drug use by region and age-class to be used in a
small-area model that will produce empirical Bayes estimates of county drug use. The
methods are presented using data from the Nebraska Adult Household Survey and the
National Household Survey on Drug abuse. Two choices of small-area models are discussed.

Key words: Post-stratified estimator; sampling weights; raking algorithm; small-area models;
empirical Bayes estimates; borrow strength.

1. Introduction

Tracking drug use in the U.S. has become an important social and economic issue. Drug
addiction programs and legal agencies benefit from accurate estimates of the prevalence of
drug use. State health agencies requesting federal funds for drug rehabilitation and preven-
tion programs are better served with accurate estimates of county-level drug use. Using
this information, states may more appropriately allocate funds to county health agencies
for the development of these programs.

Many states conduct studies to estimate the need for substance abuse treatment services
(Bray, Kroutil, and Wheeless 1999). However, relatively few studies investigate drug use
for small areas such as counties: ‘‘these smaller areas are responsible for many of the
policy decisions regarding substance abuse services and as such, require sound data
upon which policy makers can base their decisions’” (Marsden and Bray 1999, p.56).
Estimating drug use for rural sectors of a state may be difficult as there may be no reported
cases of drug use among the sampled respondents. By linking state and national data, one
may be able to obtain more accurate estimates of state-wide drug use.

Wright et al. (1997) estimated the prevalence of hard-core drug use based on a post-
stratified ratio estimator. The post-stratum population sizes were obtained from marginal
population counts along with an estimate of one post-stratum population size from an
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independent national survey. Such a procedure requires knowledge of at least one cell
population size and the marginal population sizes. In this article we propose applying a
raking ratio estimator to state survey data that has been post-stratified using auxiliary vari-
ables associated with drug use. By using a raking algorithm to calibrate cell population
size estimates to known marginal totals, we eliminate the need for the additional estimate
of one of the post-stratum population sizes. This is advantageous for estimating state drug
use since additional independent state surveys may not be available.

Chattopadhyay et al. (1999) used an empirical Bayes method for estimating drug
prevalences for small areas based on data stratified by planning region. To improve these
estimates we propose a design-based method that links state data to national data using
auxiliary variables associated with drug use. We then propose empirical Bayes estimates
of county prevalence based on the new estimates.

1.1. Nebraska adult household survey

The Nebraska Adult Household Survey (NAHS) is funded by the Center for Substance
Abuse Treatment and conducted periodically by public and private agencies contracted
by Nebraska Health and Human Services, Division of Alcoholism, Drug Abuse, and
Addiction Services. The respondent universe for the 1995 NAHS included adult Nebraska
residents (ages 19 or older) living in a household with a telephone. Residents without a
land telephone or who were homeless, institutionalized or who were students living in
dormitories were excluded.

The 1995 NAHSs was a multistage stratified random digit dialing telephone survey with
4,324 completed interviews. Hispanics and African Americans were oversampled to
provide adequate precision of estimates for these minority groups. Respondents were
questioned about use of drugs, treatment and past arrest history. The overall response
rate for the 1995 NAHS was 75 per cent.

1.2.  National household survey on drug abuse

The National Household Survey on Drug Abuse (NHSDA), administered by The
Substance Abuse and Mental Health Services Administration, is a primary source of
information about drug use in the U.S. The 1995 NHSDA employed a multistage area
probability sample of 17,747 persons with oversampling of Hispanics, African Americans
and cigarette smokers to ensure specified precision constraints within these populations.

The NHSDA collects survey data via personal interviews and solicits information about
drug use. To increase the honesty of responses questions are read by an interviewer and
responses are placed in a sealed envelope to which the interviewer has no direct access.
The overall response rate was 80.4 per cent.

2. Raking Ratio Estimator

2.1. Background and motivation

Raking estimators are typically used to adjust sampling weights so that their sums match
known marginal population totals (see Deming and Stephan 1940 or Brackstone and Rao
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1979 for a discussion of raking estimators). In the context of survey data, Deville et al.
(1993) considered several distance functions for evaluating the calibration equations
used in raking cell totals to known marginal totals. Here we use the classical raking
algorithm proposed by Deming and Stephan (1940) sometimes referred to as iterative
proportional fitting. Of those functions considered by Deville et al. (1993), the classical
raking algorithm results in calibration equations that produce positive calibrated weights.
However, the raking algorithm may not converge if one or more of the cell estimates are
zero (Lohr 1999).

The classical raking procedure usually requires two or more variables for which a two-
way (or multi-way) cross-classification table is formed and assumes marginal totals are
known. To employ the raking algorithm, we post-stratify the sample according to the cells
in the classification table. The resulting estimates for the population size within each cell
may be more precise than naive cell estimates from the original survey weights since these
new estimates are based on known marginal population totals (Lohr 1999). The raked esti-
mate of the population total will have the same variance (asymptotically) as the traditional
pooled ratio estimator provided the interaction effects are negligible (Deville and Sdrndal
1992). Unlike the traditional post-stratified ratio estimator, the raking estimator does not
require prior knowledge of the joint distribution of all cell population sizes, but only
requires the marginal distribution of the population sizes for each of the variables used
in forming the classification table. For a numeric example of the raking algorithm, see
Lohr (1999).

Wright et al. (1997) used the traditional post-stratified estimator to estimate the number
of heroin users in the U.S. based on a post-stratification using two auxiliary variables,
ARREST and TREATMENT, selected because of their association with drug use. Wright et al.
(1997) used known marginal counts (or estimated marginal counts assumed to have
negligible error) for the number arrested and number treated along with the overall
population size to generate the ‘‘true’’ marginal population sizes for each variable in
the two-way classification table. Since knowledge of these marginal totals creates one
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degree of freedom in the cross-classification table, Wright used data on the percentage
of those in treatment who were ever arrested from the 1990 Drug Services Research
Survey (DSRS) and arrest and treatment data from the 1992 NHSDA to estimate the
number of people who were arrested and treated in 1992. This estimate along with the mar-
ginal totals created a complete table of population counts for the number of people who
were arrested and treated, arrested and not treated, treated and not arrested, and neither
arrested nor treated. Assuming negligible error for the cell population estimates and by
applying the estimated proportion of heroin users within each of the cells to the population
counts described above, the estimator of Wright et al. (1997) can be considered a standard
post-stratified estimator.

We propose a raking ratio estimator similar to Wright et al. (1997); however, we replace
the ‘‘known’’ cell population sizes with those obtained by raking naive estimates of the
cell population sizes from the state data to known marginal totals. No knowledge
about the population sizes for any of the cells within the classification table is assumed
and thus no additional information from the 1990 DSRS is required. This method has
an advantage over the traditional post-stratified estimator in that it produces an
estimate with approximately the same variance (Deville and Sédrndal 1992) (provided
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the interaction effect of treatment and arrest is negligible) and uses only cell estimates and
marginal totals (i.e., population totals for all cells in the cross-classification table are not
necessary). This method may be more desirable for estimating drug use within states as
independent state surveys for estimating the population count within any given cell in
the table may not be available.

2.2. Raking ratio estimate of heroin use in the U.S.

We now illustrate the use of a raking ratio estimator using the 1992 public-use NHSDA
data file to estimate the number of heroin users within the U.S. in 1992. Throughout
this illustration we will make use of the following notation:

o NF 11 = estimated number of people who were arrested and treated.

o« N 2 = = estimated number of people who were arrested but not treated.

o NX 21 = estimated number of people who were not arrested but treated.

. N22 = estimated number of people who were neither arrested nor treated.

e N.; = number of people treated.
e N., = number of people who were not treated.
e N,. = number of people who were arrested.

e N,. = number of people who were not arrested.

Using the values provided in Wright et al. (1997): N.; = 1,789,000, N., = 203,924,000,
N;.=9,722,671 and N,. = 195,990,329, we rake the estimated number of persons within
each combination of the levels of TREATMENT and ARREST obtained from the 1992 public-use
NHSDA data file. Table 1 displays the resulting cell population estimates.

Estimates of the proportion of heroin users for each cell of the classification table, p;; for
i=1,2;j= 1,2, were available from the 1992 public-use NHSDA data. Using these esti-
mated proportions along with the estimated cell population sizes from the raking algorithm
(N i) (Table 1), the estimated number of heroin users D(A T) within the U.S. in 1992 is:

2
DA, T) = Z > piyNE = 675974

i=1 j=1

Applying the post-stratified estimator proposed in Wright et al. (1997) to the 1992 public-
use NHSDA data, we estimated that there were 623,469 heroin users in the U.S. in 1992.
This raking estimate is 52,505 higher than the estimate obtained using the post-stratified
estimator proposed by Wright et al. (1997), primarily due to the estimated number of
persons arrested and treated using the raking algorithm. The raking estimate for this
cell is 227,102 persons more than the 1990 DSRS used by Wright et al. (1997). This
cell also has the highest estimated proportion of heroin users. The raking ratio estimate
may be compensating for underreporting and/or undercoverage of the naive estimate

Table 1. Raked treatment and arrest population estimates in the U.S. in 1992

Treated Not treated Total
Arrested 943,417 8,779,254 9,722,671
Not arrested 845,583 195,144,746 195,990,329

Total 1,789,000 203,924,000 205,713,000
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Table 2. Raked treatment and arrest population estimates for Nebraska in 1995

Treated Not treated Total
Arrested 1,046.102 25,745.898 26,792
Not arrested 4,336.898 1,139,303.102 1,143,640
Total 5,383 1,165,049 1,170,432

obtained from the 1990 DSRS. Both estimates produce an overall U.S. heroin drug use rate
of about .3 per cent.

2.3.  Raking ratio estimate of lifetime drug use in Nebraska

As a second illustration, the 1995 NAHS along with statewide marginal totals from
national surveys stratified by state are used to estimate the number of lifetime drug users
in the state of Nebraska in 1995. A respondent is classified as a lifetime drug user if he or
she has used an illicit drug (marijuana, cocaine, hallucinogens, opiates, amphetamines, or
any other drug) at some point in his or her life.

From the Uniform Crime Report (U.S. Department of Justice 1995) there were a
total of 58,914 arrests in Nebraska in 1995 for persons age 19 years or older (not
accounting for the number of repeat offenders). To allow for multiple arrests per per-
son, the 1995 public-use NHSDA data were used to estimate an average of 2.199
arrests per person and the number of arrests of persons age 19 or older in Nebraska
was modified to 26,792. An estimated 5,383 Nebraskans age 19 or older were
enrolled in some form of drug treatment during 1995° using the Uniform Facility
Data Set.

According to the 1995 update to the 1990 decennial census, there were 1,170,432
adults age 19 or older living in Nebraska. Using this figure along with the number of
arrests and number treated we have: N;. = 26,792; N,. = 1,170,432 — N;. = 1,143,640;
N.. =5,383, N, =1,170,432 — N.; = 1,165,049. These marginal totals along with the
original weighted cell population totals for the cells in our classification table were used
to produce the calibrated cell population estimates based on the classical raking algorithm
(N 5) displayed in Table 2.

Horvitz-Thompson (1952) estimates of the proportion of lifetime drug users within each
cell of the table ( p; ; fori =1, 2;j = 1, 2) were obtained from the NAHS. Using these esti-
mated proportions along with the estimated cell population sizes (N 5) (Table 2), the post-
stratified raking ratio estimate of the number of lifetime drug users ﬁ(A, T) in Nebraska in
1995 is:

2 2
DA, T)=Y Y pi;Nf=339914
i=1 j=1

This estimate results in an overall Nebraska lifetime drug use rate of about 30 per
cent.

3 This may overestimate the number of patients admitted for drug treatment in Nebraska during 1995 since
information on the number of episodes per individual in treatment was not available.
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3. Adjusted Raking Estimator

3.1. Background and motivation

Sampling for many state surveys is executed at the state or regional planning levels
without regard to estimation at the county level. Traditional direct estimates of drug rates
for some counties may be unreliable due to the small sample size in the county. If none of
the respondents in the county are drug users, the direct estimates may be misleading since
the direct estimate and its estimated standard error are both zero. To improve the direct
estimates we borrow strength from the estimated drug rates for post-strata formed using
related auxiliary variables. In this section, we propose an adjusted raking estimator of
the proportion of lifetime drug users for post-strata to be used as parameter estimates in
the small-area model in Section 5.

Associations between drug use, age, and population density have been documented in
the literature (see for example Maxwell 2000). Hard-core drug use tends to be more pre-
valent among members of younger age-classes across regions (i.e., metropolitan, small
metropolitan, and rural) and hard-core drug use rates tend to be higher in larger metro-
politan regions across age-classes. Therefore we expect that these variables may be
good predictors (with possibly additive effects) for estimating drug use. However, lifetime
drug-use rates reflect a wider spectrum of time of use, so the effects of age-class and region
may have a nonnegligible interaction when used to predict lifetime drug use. In the case of
nonnegligible interaction, the complete classification table based on the combinations of
all levels of region and age-class may improve the precision of our estimators.

In the methodology that follows, we treat REGION as a categorical variable with three
levels (Large Metropolitan Region, Small Metropolitan Region, and Rural Region) and
AGECLASS as a categorical variable with three levels (19 to 25, 26 to 34, and 35 or older).
In Nebraska three counties were identified as large metropolitan regions, 14 as small
regions and 76 as rural regions.

3.2. Adjusted raking estimator of Nebraska drug use by region and age-class

Treating county as a small area embedded within region and post-stratified by age-class,
we propose a method for obtaining potentially more efficient post-stratified estimates of
the proportion of lifetime drug users within each region by age-class. This method borrows
information from the 1995 public-use NHSDA data, also post-stratified by region and
age-class.

Assuming the joint distribution of the cell population sizes for the nine cells of the
REGION and AGECLASS cross-classification table is known, we combine these proportions
with the NHSDA direct estimates of the proportion of lifetime drug users within each
of the cells to obtain the proportion of drug users within the levels of AGECLASS and REGION.
Since we want consistent estimators of lifetime drug use and have reliable information
about the population distribution of the state*, we only borrow information pertaining to
drug use from the larger U.S. population. Multiplying these marginal proportions by the
number of adult citizens (age 19 or older) in Nebraska in 1995 (1,170,432) gives the

4 If only the marginal totals are available for these two variables, we modify our method using the raking ratio
estimator proposed earlier.
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expected number of drug users within each of the age-classes and regions. Using these
marginal totals, we then apply an iterative proportional fitting algorithm to the weighted
cell estimates (e.g., Horvitz-Thompson (1952) estimates) of the total number of lifetime
drug users within each of the nine post-strata from the 1995 NAHS. Combining these
raked estimates with the known population distribution of Nebraska, we estimate the
proportion of lifetime drug use within each combination of REGION and AGEcLASs. We
call this estimator the Adjusted Raking Estimator (ARE). To illustrate this method
formally, we define the following quantities:
® d;; = proportion of Nebraskans in age-class i and region j (i, j = 1, 2, 3) in 1995.
* p;; = proportion of lifetime drug users in age-class i and region j (i, j = 1, 2, 3)
estimated using the 1995 NHSDA.?
e The proportion of drug users in each age class (i = 1, 2, 3) in Nebraska is estimated by
pl = 2_13:1 d;; p;; and similarly, for each region (j = 1,2,3) by p; = S d;; pij-
e Because there were 1,170,432 Nebraskans age 19 or older in 1995,
(pi., P5., p3.)x 1,170,432 is the marginal distribution for the number of drug users
within each level of AcecLass and similarly (p¥, p%, p%)x 1,170,432 is the
marginal distribution for the number of drug users within each level of REGION.

These marginal distributions were used to apply an iterative proportional fitting algorithm
to the naive estimates of the number of drug users within each combination of AGECLASS
and REGION to obtain:

e N ,»1; = estimated number of Nebraska drug users in age-class i and region j using the

classical raking algorithm.

. j),-l}lE = (1,170,432)71 x N ,-’f» /d;j = ARE of the proportion of lifetime drug users

within age-class i and region j in Nebraska.

The 1995 U.S. Census for Nebraska was used to estimate the population proportions
(dij, i,j=1,2,3). From the 1995 NHSDA data we obtained the Horvitz-Thompson
(1952) estimates of the proportion of lifetime drug users within each level of AGECLASS
and REGION ( ﬁij, i,j=1,2,3). Combining these two estimates, we estimate the pro-
portion of lifetime drug users between 19 and 25 years old within Nebraska to be
bl = Zle 131]» d;; = .06295151, which implies there were an estimated 73,680
Nebraskan lifetime drug users between the ages of 19 and 25.

Performing similar computations yields the following vectors for the estimated number
of drug users within Nebraska for the variables AGEcLASS and REGION, respectively: (73,680,
109,705, 214,330) and (185,186, 123,663, 88,866). Using these marginal totals we raked
the weighted cell estimates of the total number of lifetime drug users within each of the
levels of AGEcLASS and REGION to obtain the cell estimates given in Table 3.

Finally, using these estimates along with the population distribution for Nebraska, we
compute the ARE of the proportion of lifetime drug users within each combination of
AGECLASS and REGION ( ﬁf}/E , I, j=1,2,3) as shown in Table 4.

These ARE proportions borrow strength from the estimated distribution of lifetime drug
users within the U.S. from the 1995 NHSDA public-use data file while constraining the
age distribution for the U.S. to that of Nebraska (across levels of REGION and AGECLASS

5 These estimates were weighted estimates computed using survey weights (ANALWT) and the SUMFLAG
variable.
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Table 3.  Raked estimates of total lifetime drug users in Nebraska by region and age-class

Lg. Metro Sm. Metro Rural Total
19-25 42,831 21,764 9,085 73,680
26-34 49,398 37,589 22,718 109,705
35+ 92,957 64,310 57,063 214,330
Total 185,186 123,663 88,866 397,715

Table 4. ARE proportion of lifetime drug users in Nebraska by region
and age-class

Lg. Metro Sm. Metro Rural
19-25 .52398 46328 31046
26-34 51758 59299 48921
35+ .29342 26160 .23335

using the 1995 NHSDA public-use data file produced significant main effects and a
significant interaction term (all p-values <.0001). The Hosmer and Lemeshow
Goodness-of-Fit test was not significant (p-value = 1) indicating that these two variables
and the interaction term are strong predictors of lifetime drug-use. Since the ARE esti-
mates contain one component from the state and another from the nation and since these
two components are linked via the cross-classification (i.e., the interaction term is signifi-
cant) of two variables that are strong predictors for lifetime drug use, we expect that these
adjusted raking estimates will be more stable and more precise than the direct estimates.

If this assumption holds across all regions within each age-class, the raked cell estimates
of the proportion of lifetime drug users should be more stable and precise than the direct
estimates.

4. Small-Area Estimates

4.1. Background and motivation

The term small-area refers to a geographic area or demographic group in which a limited
number of observations are available. Here, small sample sizes for the counties (small-
areas) are the result of a sample design which provides adequate sample size for the state
but not for individual counties. Information from the state survey is not adequate to
produce reliable estimates of lifetime drug use at the county level, so small-area methods
borrow information from the region, entire state, and/or auxiliary data. We propose to
borrow strength from the adjusted raking estimate for the region (decomposed by
age-class).

The small-area model must be appropriate for estimating a rare event like drug use.
Folsom and Liu (1994) and Folsom et al. (1999) discuss state-level small-area estimation
in the NHSDA. Chattopadahyay et al. (1999) considered small-area estimation for a rare
event and proposed a composite estimate that takes into account the survey weights and
combined information for counties within the same region. Here, we propose an estimate
that is a composite of the direct estimate of the county drug rate for a particular age group
and the adjusted raking estimate of the corresponding regional and age-class rate, rather
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than using the regional/age-class direct estimate as in Chattopadahyay et al. (1999). The
regions used here are based on the REGION variable defined earlier.

4.2.  Composite estimate

Since the sample size in many counties is small, some age-classes may not be represented
by sample respondents. Let S;; be the set of age-classes in the kth county (k = 1,...,93)
of region j (j = 1, 2, 3) that are represented by respondents in the sample. If age-class
i € S the lifetime drug rate for county k is estimated by the direct estimate:

A~ NAHS _ Z?:Ikl WijkiYijkl
ik T T —mr (D
212 Wik
where y;;;; is an indicator of lifetime drug use for individual I (I = 1,..., 1), w;jx; is
the survey weight for individual / and n;;; is the sample size for age-class i (i = 1, 2, 3)
in county k (k= 1,...,93) of region j (j =1, 2, 3). If i & S}, the lifetime drug rate for
county k is estimated by the ARE estimate ( ﬁf}’E ) for the region. Each estimated rate is
weighted by a;;;, the proportion of people in age-class i in county k of region j. The
composite estimate for county k is found by summing across the age classes and is
given by:

~C ~ NAHS ~ NE
Pjx = E ajji Pijk -+ E ajjx Dij (2
€5, iES;,

The a;;; were estimated using the 1995 Census data and thus are not the true proportions,
but rather estimates based on census data. Chattopadahyay et al. (1999) caution that the
estimators will be biased if unreliable or outdated estimates of a;;; are used. The direct
estimates ﬁf}",?HS in (2) may be unreliable if estimated from a small sample. Next we adapt
the method proposed by Chattopadahyay et al. (1999) to improve the direct estimate (1) by

borrowing strength from the ARE estimate ( ﬁf}lE ).

4.3.  Empirical Bayes method

Let p;;; denote the true lifetime drug use rate for age-class i in county k of region j
(i,j=1,2,3;k=1,...,93) and assume that:

1. For each individual /, given p;;, the y;;; are uncorrelated with E(y;;xl pijx) = Pijk
and V(y;jxi| piji) = piji1 = piji)-
2. For each county, p;;; are uncorrelated with E(p;;) = p;; and V(p;ji) = hp.,zj

The first assumption produces conditionally uncorrelated direct estimates ﬁfy/,é”s by

county, given the p;;; values. Assumption 2 allows for variability in the lifetime drug-
use rates for counties within the same region by age-class. Assuming squared error loss,
the linear Bayes estimator of p;; under this framework is

P = Z ayr[Bij Pie™ + (1 — Bjpl + Z Ajjk i (€)]
€5, €5,
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where:

2
hMij

h”‘izj +cijilpij — (h+ 1)#,2,']

Zln”kl lekl
Cijk = n”ki (5)
(12 wije)

The empirical Bayes estimate is found by replacing B, (4) and y;; by their estimates B, ik
and fi;; = ﬁgE , respectively, where

YT RN + c,,k[fvij (h+ D(PNE)]

“

Bijr=

(6)

Using the proposed framework we construct two models for lifetime drug use within
the county. In Model 1, we assume a uniform (0, u;;) prior on the p;;;’s (h = ﬁ). For
Model 2, we assume the prior distribution of the p;;;’s to be uniform (0, 2u;;) (h = %).
Applications of these two models to the 1995 NAHS data will be illustrated in the next
section.

4.4. Estimates of county drug use

The direct estimates of lifetime drug use by county are displayed in Figure 1. There were
18 counties with a direct estimate of zero. As mentioned earlier, such an estimate results
when none of the survey respondents reported lifetime drug use and often underestimates
the true rate. We considered a county to have a moderately elevated drug use rate if the
estimate is up to 110% of the state direct estimate and a highly elevated drug use rate if
the estimate is 110% to 177% of the state direct estimate. Using the direct estimates,
four counties had moderately elevated rates and ten counties had highly elevated rates.
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Fig. 1. Direct estimates of lifetime drug use by Nebraska county
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Fig. 2. Empirical Bayes estimates of lifetime drug use by Nebraska county, Model 1 (h=1/12)

To improve the direct estimates we used the empirical Bayes estimators given in (3) in
conjunction with (6) under Model 1 to produce the county drug use rates displayed in
Figure 2. Here, all 93 Nebraska county lifetime drug use rate estimates are nonzero. There
were 12 counties with moderately elevated rates and five counties with highly elevated
rates. In Figure 3, estimates derived under Model 2 are displayed. Using this model,
there were seven counties with moderately elevated rates and seven counties with highly
elevated rates.

Clearly, the choice of prior is an important component in estimating drug use rates. All

a 100 204 Miles
—— ]

Fig. 3. Empirical Bayes estimates of lifetime drug use by Nebraska county, Model 2 (h=1/3)
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five counties with highly elevated drug use rates under Model 1 were also identified as
having highly elevated ones under Model 2. However, Model 2 identified two additional
counties with highly elevated rates that were only considered to have moderately elevated
ones under Model 1. On the other hand, there were five counties with moderately elevated
drug rates under Model 1 that had estimates below the state direct survey estimate under
Model 2.

5. Precision of Estimates

Since the estimator in Section 4.3 involves both a raking ratio estimator and an empirical
Bayes estimator, we investigate the precision of these two estimators in Sections 5.1 and
5.2, respectively. The overall estimator for the ARE will then have these two components
of variation.

5.1. Raking ratio estimators

To estimate the precision of the raking ratio estimators that use marginal totals for two
auxiliary variables each having two levels (e.g., ARREST and TREATMENT), we refer to the
framework of Deville and Siarndal (1993), who derive the variance and variance estimator
for the raking ratio estimator assuming an additive effects model. Under such a model the
asymptotic variance of the raking ratio estimator, ﬁ(A, T) is given by:

AVIDA, T} = Y Ay EQOw E)) (7)
U

where Ay = my — mewy, Ex =y — (A; + B)), A; (i =1, 2) represents the row effect
(e.g., ARREST) and B; (j =1, 2) represents the column effect (e.g., TREATMENT). These
quantities satisfy the finite population normal equations

2 2
j=1 j=1
2 2
D Ny +By=3 Nypy forj=1,2 ©)

i=1 i=1
where N;; is the number of population units within cell ij and p;; is the proportion of drug
users within cell ij for i, j = 1, 2. For each k, y, = 1 if unit k is a drug user and O otherwise.
The probability that both units k and / are included in the sample is given by 7 ; and the sam-
ple inclusion probability for unit k is ;. The sample weight for unit  is then w, = 1/m.

In the case of using marginal totals to rake sample cell estimates, the N;; values are
unknown. Using the notation defined in Section 3, the sample counterparts to the
population normal equations (8) and (9) are (Deville and Sédrndal 1993):

2 2

S ONS@A +B)=> Nfpy; fori=1,2 (10)
j= j=1

2 R . . 2 .

ZN,-’}( ,~+B_,-)=ZN5[9,;,» forj=1,2 (11)

Because we have a two-way classification table in which both marginals have the same
population total, one of the equations in the system (10) and (11) is redundant. Upon
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removing one of these equations (e.g., set B, = 0), a computer algorithm (such as
GREGWT from the Australian Bureau of Statistics, 2000) can be employed to generate
the estimates Ai, éj fori,j=1,2.

Using these estimates, an estimator of the asymptotic variance of the raking ratio
estimator (7) can be derived. From Deville and Sérndal (1993) this estimate is given by:

AVIDA, T} =Y D" Aulmdwi ed(wie)) (12)
S

where Ay, and 7y, are defined as in (7) and ¢, = y;, — (A,- + l§j) for k in cell ij. Finally,
wi = wkN ,»1; /Ni ; Where IQ,- ; is the weighted sample estimate of the population size of
cell ij in the two-way classification table (i, j = 1, 2).

While the computer algorithm can be used in conjunction with the survey data to obtain
estimates of the A;’s and B;’s, calculations of the joint inclusion probabilities (i.e., 7;; and
consequently A ;) were not provided in the public-use files of the NAHS. It is possible to
compute these inclusion probabilities using detailed descriptions of the sampling plan
including unit level information. However, due to confidentiality issues, the publicly
available NAHS survey documentation does not provide enough of these details. Using
replicate and pseudo-psu information available from the 1992 public-use NHSDA data
file along with the SAS macro GREGWT developed by the Australian Bureau of Statistics
(2000), we were able to estimate the number of heroin users in the U.S. in the past year
(1992) along with standard error estimates. The post-stratified estimate (Wright et al.
1997) was 623,469, with an estimated standard error of 93,859. The post-stratified raking
ratio estimate of the number of heroin users in the past year was computed to be 675,974,
with an estimated standard error of 118,156. In the case of additive effects for the chosen
auxiliary variables, ‘‘the raking ratio estimator has a variance that is slightly larger than
that of the post-stratified estimator’” (Deville and Sarndal 1993, p.1016). A logistic
regression model predicting the proportion of heroin users from the variables arrest and
treatment was constructed using the 1992 public-use NHSDA data. All factors were
significant, including the interaction term (all p-values < .0001). In the case of significant
interaction effects the equivalence of the precision of the two estimators is not necessarily
implied. The variance of the raking ratio estimator in the presence of interaction effects is
currently under investigation.

5.2.  Empirical Bayes estimates

The uncertainty of the empirical Bayes estimates is estimated by the mean squared error,
defined as MSE( ﬁﬁ) = E( f)ﬁ —D; k)z, where the expectation is with respect to the model.
Here, MSE(f)jBk) can be shown to be:

MSE(pj) =h| > aju(l = Byoul+ Y ajund
i€Sj €S
A naive estimate of the MSE of the empirical Bayes estimator can be found by replacing
B;jx (4) and p;; by their estimates éijk (6) and fi;; = ﬁf}’E
The naive estimator, however, underestimates the uncertainty since the variance
estimation of f),]\,’E is not considered (see Prasad and Rao 1990). These ARE’s represent
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the cell estimates for a subdomain of interest within the cell — namely, lifetime drug users.
Considering only this subdomain and raking only naive estimates of the number of lifetime
drug users within each cell using marginal totals for the number of users categorized by
variables assumed to have additive effects on drug use, we would expect the raked
estimates of the number of users within each cell to be fairly close to the actual number,
provided one assumes that the marginal totals of the number of lifetime drug users in the
state obtained from the NHSDA have negligible error. Since the denominators of each
of the cell ARE’s are known, a lower variation in these cell counts represents a lower
variation in the overall ARE’s ( ﬁf}’E

Chattopadahyay et al. (1999) used a jackknife estimator of the MSE. In this setting, a
jackknife estimator of the MSE requires repeatedly computing the adjusted ratio estimator
(ARE) after deleting an individual observation from the data set and is computationally
intensive. Further consideration of estimating the MSE (along with the variation of the
ARE’s) will be discussed in a forthcoming paper.

6. Discussion

Estimating drug use at the state level can be more complex than estimation at the national
level since the availability of independent state surveys may be limited. In addition, the
survey instrument may not be as extensive or exhaustive as national counterparts. Using
the post-stratified ratio estimator to estimate the number of drug users within a state based
on two or more auxiliary variables may be accomplished if all cell sizes are known, either
from the census or as in Wright et al. (1997) through an independent survey. However, as
the number of levels of the auxiliary variables or the number of auxiliary variables
increases, the classification table used to form the post-strata increases in dimension. If
marginal totals are known, then (r — 1) X (¢ — 1) cells would need to be estimated from
independent sources in order to apply the post-stratified estimator.

The raking ratio estimator eliminates the burden of obtaining independent sources to
estimate the number of drug users. By using only marginal totals along with the survey
data, the number of drug users may be estimated to nearly the same precision offered
by the post-stratified estimator assuming no interaction effects of the auxiliary variables
(Deville and Sidrndal 1993). ““The need to calibrate on marginal counts rather than on
cell counts would be more strongly felt for a table with three or more dimensions’’
(Deville and Sarndal 1992, p.380). In the case of known cell counts, the raking ratio
estimator is equivalent to the post-stratified ratio estimator regardless of the distance
function used in the raking algorithm (Deville and Sirndal 1993).

One precaution for the raking ratio estimator arises when there are no sampled
respondents within one of the cells in the classification table. In this case, the iterative
proportional fitting algorithm may not converge (Lohr 1999). However, if an independent
survey yielded an estimate of zero respondents in a particular cell, the post-stratified ratio
estimator would not use any survey data from this cell. Thus, the empty cell problem
affects both estimators. Additional research is needed for the evaluation of the raking ratio
estimator in the presence of empty cells and in the case of nonnegligible interaction effects
between the auxiliary variables.

State estimates may not be as accurate as estimates from national data since many state
surveys collect data via telephone whereas many national surveys employ a personal
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interview. There has been some work on the comparability of estimates constructed using
surveys with differing modes of collection (see Gfroerer and Huges 1991 or Biemer 2001).
By linking state and national data it may be possible to improve the state-level estimates of
drug use within the cells of a cross-classification table based on variables associated with
drug use. These new estimates can provide better parameter estimates for small-area
models used to produce county estimates. However, linking state and national survey
data requires compatible auxiliary variables. Adjusted ratio estimates link cell estimates
from the national data set to state population quantities through the cells of the classifica-
tion table formed using these compatible variables. In order to improve accuracy of the
cell counts, it is imperative that these auxiliary variables describe the same quantities
for the same population (e.g., noninstitutionalized adult household population). Even
when auxiliary variables are analogous, levels of these variables may need to be adjusted
to provide compatible cross-classification tables for both the state and national survey
data.

Once adjusted cell estimates are obtained, small-area models can be constructed to
estimate county drug use rates. One may construct several models (such as the models
considered in Section 4.3.1) for estimating small-area drug use rates. Additional models
may also provide alternative variance structures for the region effects. One such alterna-
tive is to specify a correlation structure that allows for counties with close geographical
proximity to have stronger correlation than counties with less geographical proximity.
In any model-based application, it is important to check the model assumptions to select
a model that fits the data. There is a some literature on model diagnostics in this setting
which is reviewed briefly in Ghosh and Rao (1994). Additional research on small area
models and model selection for estimating drug use is needed.
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