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This article is concerned with the explanation of unexpectedly low prevalence rates in the
course of an epidemiological mental health survey. It is assumed that the probability of the
endorsement of important screening questions is at least partially responsible for this, since it
decreases in the course of the work of the interviewer. First the decrease in the probability of
the screening variable is demonstrated by means of a conditional fixed within model, and then
the probability of the screening variable is analysed by a mixture logistic regression within
latent classes. Twomodels with 4 and 5 classes are estimated and compared with respect to the
difference in interviewer behaviour. It is shown that only a small segment of the set of
interviewers is responsible for the effect of the sequence of interviews on the probability of the
screening variable and that the experience with the CAPI system is moderately associated
with the latent classes. By means of this model, those interviewers could be identified who are
responsible for the artefact under study.
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1. Introduction

Mental health surveys aimed at assessing a wide range of mental disorders often use

voluminous questionnaires. Applying the whole questionnaire to all respondents would

lead to long interviews without increasing the amount of information gathered. Therefore

screening questions are implemented to reduce the average interview time without losing

information. For example, in a mental health questionnaire the respondent will be asked

about his or her lifetime experiences of different mood states. Only if such an experience is

reported will further questions follow. Preceding screening questions have been found to

be an efficient questionnaire design characteristic when it comes to minimizing the

average interview time.

In an epidemiological survey covering six European countries (Alonso et al. 2002) it

was found that, for the German sample, not only were the prevalence rates of certain

mental disorders implausibly low, but also the endorsement of screening questions

decreased considerably over the fieldwork period. The fraction of positively answered

screening questions within each month of the study dropped from about 80% to only 7.3%

in the last month (Table 1).

Even though we would assume that the probability of a positively answered screening

question should not systematically vary during the fieldwork, the drop over the period of
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the fieldwork is not necessarily an indicator of defective data. Since the probability of a

mental disorder can never be a design criterion, it might be possible that healthier people

are investigated later. Therefore an analysis was started to find out what might have caused

the very low prevalence rates. After excluding other possible explanations of the decrease

(CAPI program error, question wording, etc.), the investigation was focused on the

interviewer as a possible source of variance in handling screening questions. We should be

aware of that the time-economic benefit of employing screening variables (shortening the

interview without losing information) also applies to the interviewer. Shortening an

interview by skipping a screening question will have an economic effect for the

interviewer if, for instance, he or she is paid for the whole interview and not by the hour.

Of course, shortening interviews in that way does not necessarily lead to interviews which

are, on average, shorter than other ones. Screening question might be skipped to reduce the

interview time to an acceptable level. Another reason to skip a screening question is to

avoid an early end of the interview if the section following applies to more delicate topics,

which might prompt the respondent to refuse further cooperation. However, the

occurrence of this type of interviewer behaviour will have a devastating effect on the data,

since it would lead to an underestimation of the prevalence rates of disorders in the

population.

Table 1. Percentage of screening questions for each month of the

survey period 1. line: frequencies 2. line: row percentages

Screening question

Month of the survey No Yes

11. 2000 18 68
20.93 79.07

12. 2000 68 153
30.77 69.23

1. 2001 213 309
40.80 59.20

2. 2001 398 342
53.78 46.22

3. 2001 558 333
62.63 37.37

4. 2001 266 133
66.67 33.33

5. 2001 361 109
76.81 23.19

6. 2001 246 56
81.46 18.54

7. 2001 189 38
83.26 16.74

8. 2001 206 45
82.07 17.93

9. 2001 164 13
92.66 7.34

Total 2,687 1,599
62.69 37.31
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Of course, interviewer effects as a specific type of measurement error have been widely

acknowledged in survey research and therefore the impact of interviewer behaviour on

survey results has always been a matter of interest and concern (Fowler and Mangione

1998; Sudman, Bradburn, and Schwarz 1996). Among the various types of interviewer

effects that can affect the survey response are:

1. Characteristics of the interviewer, i.e., race, class, sex, and particular experience or

training;

2. Interaction between respondent and interviewer characteristics (same race, same

gender, same attitudes vs. different race, different gender, attitudes, etc.);

3. Interaction between the respondent and the interviewer which leads to interviewer-

specific bias of the responses;

4. Inaccurate recording of responses;

5. Inappropriate application of the interview (i.e., not reading questions according to

their wording; direct probing for responses; learning effects, which lead to a

systematic change of interviewing behaviour, etc.).

Research literature on interviewer effects has mainly examined the influence of

interviewer characteristics (Finkel, Guterbock, and Borg 1991; Hox and De Leeuw 2002;

Schuman and Converse 1971) and the interaction between respondent and interviewer

characteristics on survey responses (Hox, De Leeuw, and Kreft 1991; van der Zouwen,

Dijkstra, and Smit 1991; van der Zouwen and van Tilburg 2001). Also interactional

problems in regular face-to-face interviews have been investigated (Suchman and Jordan

1990), as well as the effect of changing interviewers in panel studies (Campanelli and

O’Muircheartaigh 2002; O’Muircheartaigh and Campanelli 1999). To combine both

individual and interviewer characteristics the application of multilevel analysis was

discussed (Hox 1994; Pickery and Loosveldt 2004). Until now, the inappropriate

application of the interview resulting from an individual change in conducting the

interviews over time has rarely been investigated (Biemer and Stokes 1989; Harrison and

Krauss 2002; Roth 1966; Schnell and Kreuter 2000).

This article is aimed at presenting a strategy to assess and control for the variation in

response due to a particular type of interviewer behaviour, addressed in the introduction.

If an interviewer has got into the habit of avoiding parts of the interview by skipping

screening variables, we should observe a considerable decrease in the probability for

these variables between the first and last interview. Therefore a decrease in the

probability should not only be observable over the period of the fieldwork, but certainly

“within” the interviewer from the first to the last interview. The effect produced by this

behaviour – which will result in considerable artefacts – will be called a “sequence

effect” in the following. The probability of a positive answer depends on the number of

interviews carried out by an interviewer before a particular interview. Of course, we

should not expect the behaviour on the part of all interviewers, but rather on the part of

certain – perhaps very small – subgroups. We refrain from calling it cheating, since

from the mere data we never know why a particular interviewer changes his or her

behaviour when dealing with a set of screening questions. Presenting a statistical

approach in order to identify these subgroups of interviewers is the main topic of this

article.
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2. Data

The data examined in this study were collected as part of a general population mental

health survey in Germany, as mentioned in the introduction. The survey encompassed all

persons aged 18 years and older residing in the Federal Republic of Germany in private

households. Persons sampled were selected from the registers of residents’ registration

offices. A total of 4,802 interviews were completed. After exclusion of proxy interviews, a

total of 4,286 interviews remained for the analysis presented below. This dataset was not

used in the final stage of this project. On account of the results presented below, the survey

was repeated in 2002/2003. The type of interview is the Composite International

Diagnostic Interview (Robins et al. 1988), a comprehensive, fully structured diagnostic

interview designed to assess mental disorders. This system, called CIDI 2000, includes

screening questions (Lifetime Psychiatric Screening Instrument) that are administered to

all respondents. These screening questions enquire about experiences of specific disorders,

such as mood disorders (i.e., depression and dysthymia) and anxiety disorders (i.e., panic

disorder). All respondents who answered any of these questions positively had to complete

the CIDI section about the corresponding disorder in the course of the interview. We do

not regard the sequence of these questions, but instead want to explain the occurrence of

any positive answer out of a set of screening questions.

All interviews were conducted by lay interviewers using Computer Assisted Personal

Interview (CAPI). Prior to the fieldwork, all interviewers received a three-day training

course to learn how to administer the interview. Interviewers were allowed to conduct

interviews only if they completed this training course successfully. Only 7 out of 95

interviewers had prior experience with the CIDI interview. The number of interviews

carried out ranged from 1 to 260 for all the 95 interviewers. The experienced

interviewers carried out many more interviews than the interviewers without any

experience. The medians are 127 and 22, respectively. These experienced interviewers

also elicited significantly fewer positive answers on the screening questions: 44.7% of

the 3,241 interviews carried out by the 88 interviewers without interviewing experience

provided a positive response on the screening questions, while only 14.5% of the 1,045

interviews done by the seven interviewers with previous interviewing experience

exhibited a positive response. Therefore this group of interviewers was suspected of

being responsible for the low prevalence rate, and CIDI experience was included in the

model described below. Table 2 shows the relation between CIDI experience and the

number of interviews.

Table 2. Number of interviews and interviewers

CIDI-experienced interviews percent interviewers percent median
mean

no 3,241 75.62 88 92.63 22
36.9

yes 1,045 24.38 7 7.37 127
149.3

Total 4,286 100.00 95 100.00
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3. Methods

To estimate the effect of the sequence on the probability of a screening question a special

structure of the data is required. Table 3 gives a sketch of this structure for three

interviewers. The interviews are ordered by date and time within each interviewer. The

variable “screening question” indicates whether or not a positively answered screening

question was observed for a particular interview. To predict the screening question, a

variable – called “sequence pointer” in the following – was generated, which runs from 0

for the first interview of each interviewer to the maximum number of interviews a single

interviewer has carried out, starting with 0 for each new interviewer in the sorted data file.

Since the number of interviews carried out by each interviewer varies between one and 260

interviews, the number of interviews for each point in the chronological sequence decreases.

We have a total of 95 interviewers, so we got 95 first interviews. Since ten interviewers

carried out one interview only, only 85 interviewers are left for a second interview, and the

number of second interviews drops down to 85. Five interviewers conducted two interviews,

therefore 80 interviews, that is to say interviewers, are available for a third interview. The

variable which comprises this information is called “# of interviews” (Table 3).

Tabulating the “sequence pointer” against the screening variable, it can be seen, for

instance, that there are still four interviewers who carried out 194 or more interviews, thus

there are 4 interviews, but none of them exhibits a positively answered screening question.

As it comes, for instance, to the 256th interview, there are only two interviewers (and

interviews) left. Of these two interviews, one shows a positively answered screening

question.

Table 3. Data for three interviewers sorted by date and time

Screening
question

# of
interviews

Sequence
pointer

Total number
of interviews
per interviewer

Time Date Interviewer
code

0 95 0 259 12:09:00 03 Jan 01 5
1 85 1 259 16:56:10 03 Jan 01 5
0 80 2 259 09:08:01 04 Jan 01 5
1 76 3 259 10:32:29 04 Jan 01 5
0 74 4 259 13:15:46 04 Jan 01 5
0 72 5 259 14:00:21 04 Jan 01 5

1 95 0 38 09:43:35 06 Dec 00 21
1 85 1 38 13:05:19 09 Dec 00 21
1 80 2 38 10:02:59 11 Dec 00 21
1 76 3 38 17:03:05 11 Dec 00 21
1 74 4 38 18:27:03 11 Dec 00 21
1 72 5 38 17:39:00 12 Dec 00 21
0 70 6 38 10:05:32 13 Dec 00 21
1 69 7 38 14:18:58 18 Dec 00 21

1 95 0 3 04:48:31 30 Jan 01 26
0 85 1 3 05:13:54 03 Mar 01 26
1 80 2 3 21:19:46 04 Mar 01 26
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Owing to this condition, the probability of a screening variable necessarily decreases

and is negatively associated with the “sequence pointer”. Therefore it is of vital

importance to control for the number of interviews (“# of interviews”) at each point in the

sequence in order to obtain a correct partial estimate of the sequence effect. If all

interviewers had conducted the same number of interviews, this figure would be a constant

and could be omitted from the analysis.

3.1. Fixed model

We first estimated three conditional fixed-effect models with a logit link function and a

binomial error structure because we wanted to show the effect of the sequence within each

interviewer. This model can be written as:

Prðyit ¼ 1jxitÞ ¼ Fðai þ xitbÞ ð1Þ

and the cumulative logistic distribution:

FðzÞ ¼
expðzÞ

1þ expðzÞ
ð2Þ

The subscripts i and t denote the independent units, the interviewers, and the individual

interviews for each interviewer, respectively (Collet 1991; Greene 2003; Hamerle and

Ronning 1995). The two variables “sequence pointer” and “# of interviews” at each point

in the sequence were adopted as predictors. This analysis will provide a first insight into

the effect of the sequence, assuming the homogeneity of the sample with respect to the

model parameters. The estimations were carried out using STATA 8.2 (StataCorp 2003).

3.2. Mixture model

Whatever the result of these estimations, it must be assumed that the set of interviewers is

heterogeneous with respect to these effects, and it would be possible to estimate the

potential variance of all the model parameters by means of a random coefficient logit

model (Anderson and Aitkin 1985; Bryk and Raudenbush 1992; Goldstein 1995). Since

the goal is to identify groups of interviewers responsible for the presumed artefact, we will

assume that these latent factors are discrete, employing a mixture model with latent classes

of interviewers. Therefore a logistic regression within latent classes will be estimated

(Hagenaars and McCutcheon 2002; Vermunt 1997; Vermunt and Magidson 1999; Wedel

and DeSarbo 1994).

The simplest probability structure for a latent class of this kind is (Everitt and Hand

1981; McLachlan and Basford 1988):

f ðy1Þ ¼
x1

X
pðx1Þf ðy1jx1Þ ð3Þ

This model without any predictor makes it possible to describe the unobserved

heterogeneity for the screening question y1 with respect to an unobserved latent variable

x1. Usually two kinds of predictors are employed: variables to predict the probability of the

latent classes x1 and those to predict the dependent variable y1. The former will be called

z c and the latter z p (Kamakura, Wedel, and Agrawal 1994). The “sequence pointer” and
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the “number of interviews” at each point in the sequence (called z
p
1 and z

p
2 respectively) are

adopted as predictors for the screening variable. The variable indicating the CIDI

experience (z c) of the interviewer is used to predict the latent class probabilities. The LC

regression model can now be written as:

f y1jz
cz

p
1 z

p
2

� �
¼

x1

X
pðx1jz

cÞ
t

Y
f y1jx1z

p
1 z

p
2

� �
ð4Þ

Since the dependent variable is dichotomous, the probability density for f ðy1jz
cz

p
1 z

p
2 Þ is

assumed to be binomial. p(x1jz
c) is the probability of belonging to a certain class (having

a certain value on the latent variable x1) given an observed value on z c (for a detailed

description see Vermunt and Magidson 2000, p. 160). It is highly recommended to employ

both kinds of predictors simultaneously and not to predict the class membership in a

second step, since otherwise the model might be incorrectly specified (Muthén 2001). Of

course, this extension of the structural model by predictors of the latent class membership

might result in a different structure (a different number of classes or a different allocation

of observations to the same number of classes) with respect to an optimal likelihood.

The primary goal of this analysis is less to determine a parsimonious model with as few

parameters as possible and to test this model against a specified alternative, but rather to

detect aberrant patterns of interviewer behaviour. Therefore a mere inspection of the

model fit is not sufficient. On the contrary, it is of specific interest to detect even very small

subgroups of interviewers. Furthermore, testing for an optimally fitting model with respect

to the number of classes by means of likelihood ratio tests is impossible, since the models

are not nested and the assumptions for a likelihood ratio test do not hold (Titterington,

Smith, and Makov 1985). For the mixture model, the degrees of freedom are not uniquely

determined. Therefore a simple strategy based on one criterion only is not available.

Fortunately, information criteria like the BIC (Bayes Information Criterion) and the AIC

(Akaikes Information Criterion) allow ranking models with different degrees of freedom

(Weakliem 2004). Both information criteria, the BIC and the AIC, were adopted to decide

for a particular number of classes, since the BIC will tend to favour the more parsimonious

model (Nagin 1999; Raftery 1995; Weakliem 1999). A thorough discussion of both

criteria and their use for model decision can be found in Bauer and Curran (2004),

Burnham and Anderson (2004), Huberty (1993), Kouha (2004) and Nagin and Tremblay

(2001). Instead of selecting only one (best) model in accordance with the Schwarz

criterion (Kass and Raftery 1995; Kass and Wasserman 1995; Schwarz 1978), we prefer to

report and compare two very similar solutions. All the models will be estimated by

LatentGold 3.03 (Vermunt and Magidson 2000; Vermunt and Magidson 2003).

4. Results

We already know from Table 2 that the seven experienced interviewers carried out many

more interviews than did 88 interviewers without experience. Since the sum of screening

questions is highly related to the sum of interviews (r ¼ 0:74), the average sum of

positively answered screening questions is 21.5, compared to 16.4 for the 88

inexperienced interviewers. However, these figures do not take intoconsideration the

chronological order of the interviews, which will be done in the following.
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4.1. The sequence effect evaluated by a fixed model

Table 4 shows the results for three conditional fixed effects models with and without

control for the number of interviews at each point of the sequence (“# of interviews”) and

the interaction between the sequence of interviews and the interviewer specific variable

“CIDI – experience.” To estimate these models, 16 interviewers who carried out 27

interviews had to be discarded because they did not show any variance with respect to the

screening variable. They either showed no positive responses or only positive responses

for all their interviews. If the number of interviews is not considered to be a predictor, the

negative effect of the sequence is nothing but the total effect of the sequence on the

screening variable (Model 1). Since the regression of “# of interviews” on the sequence is

negative (20.33146 p ¼ 0:000, Wald CHI2ð1Þ ¼ 6;259:19), the change in the screening

probability within the sequence seems to be dependent on the number of interviews at each

point in the sequence only (Model 2). The estimates of the second model clearly show that

for the entire sample no sequence effect can be observed, provided that the number of

interviews at each point in the sequence is controlled for. Model 3 further includes the

interaction between the “sequence pointer” and the dichotomous variable, which indicates

the experience with the CIDI system. Again it is shown that the seven experienced

interviewers do not differ with respect to their behaviour in treating the screening

questions. The interaction term is negative as the decreasing slope for the experienced

interviewers is a bit steeper than that for those interviewers who only received the three-

day training, but the coefficient is rather small and far from being significant. Thus we

must conclude that the heterogeneity of the interviewers could not be sufficiently

explained by the experience with the CIDI system.

4.2. Latent heterogeneity of the 95 interviewers

So far, we have investigated the effects by means of a fixed model. To explore the latent

heterogeneity, we estimated the logistic regression as described in Section 3.2 within one

to seven classes. Looking at the 1-class solution first, no considerable effect for the

“sequence pointer” can be observed. The R2 is about 0.10 if both the “sequence pointer”

and the “number of interviews” are employed as predictors, but the coefficient for the

former is only 0.0009 (p ¼ 0:44). The decline of the predicted probabilities of giving

Table 4. Conditional fixed effects model for cross-sectional time series data. Minimum number of

interviews ¼ 2; Average number of interviews ¼ 53.9; Maximum number of interviews ¼ 260

Variable Model 1 Model 2 Model 3

Sequence pointer 2 .0058*** .0018 .0024
# of interviews .0220*** .0219***
CIDI*Sequence p. 2 .0027
N 4,259 4,259 4,259
LL 22,083.8182 22,060.323 22,059.439
CHI2 41.5302 88.520 90.288

*p , 0:05; **p , 0:01; ***p , 0:001

Likelihood-test Model 1 ¼ Model 2 chi2ð1Þ ¼ 46:99

Likelihood-test Model 2 ¼ Model 3 chi2ð1Þ ¼ 1:77
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a positive answer depends on the latter variable only (0.294 p ¼ 0:000) and is shown in

Figure 1. Each data point in Figure 1 represents the predicted probability of a

positive answer for a particular point in the sequence from the first interview to the 260th

interview.

Table 5 indicates that both the 4-class and the 5-class solution turned out to be sufficient,

the BIC, as expected, giving preference to the more parsimonious model. It is necessary to

compare these two solutions for different numbers of classes as the identification of a

“correct” number of classes always remains arbitrary (Bauer and Curran 2003).

Classification statistics show that the error of allocation to one of the two categories of

the screening variable is improved by 58%. Nevertheless, the error with regard to

allocating interviewers to one of the classes is still 23%, but it cannot be improved by

extending the number of latent classes. In other words, the two models do not differ very

much with respect to the criteria mentioned above. The fraction of positively

answered screening questions decreases with the class size for both the 4- and the 5-

class solution.

The probability of being an experienced CIDI interviewer is shared by Classes 3 and 4,

or by Classes 4 and 5, thus indicating that all seven interviewers belong to two classes

only, a result which holds both for the 4- and the 5-class solution (Tables 6 and 7).

However, there is no latent class that comprises solely the entire group of CIDI-

experienced interviewers. Tables 8 and 9 provide the coefficient of the mixture models for

4 and 5 classes, respectively. Table 8 shows that for Classes 1, 3, and 4, the sequence effect

is negative even after controlling for the number of interviews. The effect is significant for

Class 3 only. The regression parameters for the CIDI variable are positive for Classes 3

and 4, thus the probability of belonging to one of these latent classes is increased for this

type of interviewers. This is in accordance with the results presented in Table 6. The Wald

statistic for equality of parameters is 15.77 (p ¼ 0:001), indicating that the sequence

effects of the four classes are really different. The overall R2 (0.27) is surprisingly high.

This shows that the effect of the pure ordering of the interviews within the interviewers is

particularly important.
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0.189

0.744

260

Fig. 1. Predicted probability of the screening variable against the sequence controlling for the # of interviews

(1- class model)
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For the 5-class solution (Table 9), three classes exhibit a considerable decrease of the

probability. The Wald-statistic for equality of parameters (22.06 p ¼ :000) indicates again

that the effect is not identical for all the five classes. Classes 3, 4, and 5 show a negative

effect of the sequence, which is statistically relevant for the third class only. The

regression of the class membership on the dichotomous CIDI variable shows that only for

Classes 4 and 5, a considerable effect can be reported. Surprisingly enough, the probability

for a CIDI-experienced interviewer to be in the 3rd class is zero (cf. Table 7). The

segmentation of the 95 interviewers into four or five groups is remarkable also for the 2nd

class, which exhibits a positive effect of the “sequence pointer” for both solutions, which

means that the probability of a positive answer increases with the number of interviews

already carried out by a particular interviewer. We will further inspect this in Section 4.3

Table 5. Criteria of model selection

Number of classes LL BIC(LL) AIC(LL)

1 22,609.8592 5,233.3801 5,225.7185
2 22,369.6472 4,775.7255 4,755.2944
3 22,324.5865 4,708.3734 4,675.1730
4 22,307.5555 4,697.0807 4,651.1109
5 22,299.9397 4,704.6186 4,645.8794
6 22,296.2615 4,720.0316 4,648.5230
7 22,292.9245 4,736.1269 4,651.8490

Table 6. Latent class probabilities and proportion of positively answered screening

questions (four classes)

Class 1 Class 2 Class 3 Class 4

Class Size 0.4526 0.2398 0.1945 0.1131
SCREEN

proportion 0.7047 0.4169 0.2285 0.0918
CIDI-experience

no 0.4885 0.2588 0.1641 0.0886
yes 0.0000 0.0000 0.5778 0.4221

Table 7. Latent class probabilities and proportion of positively answered screening

questions (five classes)

Class 1 Class 2 Class 3 Class 4 Class 5

Class size 0.4528 0.1786 0.1284 0.1211 0.1191
SCREEN

proportion 0.7085 0.4000 0.3490 0.2103 0.0949
CIDI-experience

no 0.4885 0.1927 0.1386 0.0852 0.0950
yes 0.0000 0.0000 0.0000 0.5759 0.4240
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Table 8. Parameter estimates of the logit model for four latent classes

Class 1 s.e. Class 2 s.e. Class 3 s.e. Class 4 s.e. Overall

Mean Std.Dev.

R2 0.0068 0.0663 0.0553 0.0533 0.2654
Intercept 0.5948 0.8618 22.2013 0.3312 21.4044 0.3613 22.8262 1.2317 20.8513 1.3726
Sequence pointer 20.0012 0.0113 0.0076 0.0019 20.0051 0.0020 20.0068 0.0130 20.0005 0.0050
# of interviews 0.0085 0.0115 0.0354 0.0058 0.0133 0.0060 0.0221 0.0174 0.0174 0.0109
Model for Classes
Intercept 20.4125 1.1274 20.7311 1.1329 0.8030 0.5726 0.3407 0.5884
CIDI-exp. 21.265 1.1.27 20.846 1.133 1.029 0.472 1.182 0.586

Table 9. Parameter estimates of the logit model for five latent classes

Class 1 s.e. Class 2 s.e. Class 3 s.e. Class 4 s.e. Class 5 s.e. Overall

Mean Std.Dev.

R2 0.0073 0.0612 0.1572 0.0332 0.0606 0.2685
Intercept 0.5232 0.8710 22.3424 0.4030 0.9566 0.9818 21.2653 0.4156 22.9393 1.1996 20.5619 1.4590
Sequence
pointer

20.0004 0.0114 0.0084 0.0022 20.0329 0.0099 20.0049 0.0028 20.0061 0.0127 20.0042 0.0119

# of inter-
views

0.0097 0.0116 0.0360 0.0077 20.0075 0.0150 0.0078 0.0072 0.0245 0.0169 0.0137 0.0131

Model for Classes
Intercept 20.1599 1.3489 20.6260 1.3603 20.7910 1.3657 0.8387 0.6541 0.7382 0.6417
CIDI-exp. 21.2698 1.3489 20.8024 1.3603 20.6355 1.3658 1.4552 0.6533 1.2525 0.6405
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by cross-tabulating the modal allocations to the latent classes for the 4- and the 5-class

solution.

To further demonstrate the effect of the “sequence pointer” on the probability of a

person’s positively responding to the screening question, a plot of the predicted

probabilities against the sequence within each of the four or five classes is provided in

Figures 2 and 3. There is still variance within each class, but the different groups can easily

be identified with respect to their different behaviour over time. Each latent class is

marked with its particular number and the y-axis is labelled between the minimum and

maximum overall probability. Figure 3 clearly shows that the most prominent decrease in

the probability over time is observed for Class 3. Both ends of the distribution are marked

with the number 3.

4.3. Relation between the 4- and the 5-class solution

As already shown in Table 2, 7% of the interviewers carried out more than 24% of the

interviews. Therefore any effect generated by these few interviewers will be

disproportionately great. Table 10 shows the cross-tabulation between the latent classes

for both solutions and the number of interviews performed by the experienced and

inexperienced interviewers. As expected, the 7 CIDI-experienced interviewers are all

members of 2 classes only: Classes 3 and 4 and Classes 4 and 5 for the 4- and the 5-class

solution, respectively. As shown in Tables 8 and 9, these classes are all characterized by a

negative effect of the “sequence pointer.” Therefore we could assume that these

interviewers are at least partially responsible for the decreasing probability of the

screening variable.

The third column (Class 3) of the cross-tabulation shows that the 4-class solution does

not tell us the whole story, as the interviewers of the third class are distributed across all

other classes of the 5-class solution, except for the first class. One interviewer (115

interviews) “moved” to the second class, where the sequence effect is more positive. Two

interviewers, who carried out 145 and 151 interviews, are now to be found in Class 3,

where the sequence effect is extremely negative (cf. Figure 3); neither of them had former

experience with the CIDI system. The majority of interviews and interviewers are located

in Class 4, and two interviewers are to be found in Class 5. Classes 4 and 5 each comprise

575 interviews conducted by 8 interviewers, three of whom exhibit experience with the

CIDI (see the 4th column of Table 10). Also, the second class seems rather heterogeneous,

since the results from Table 8 show a positive sequence effect, but two out of 16

interviewers “moved” to Class 3 of the 5-class solution, where the sequence effect is

definitely negative. Those four interviewers of Class 3 (3rd row of Table 10) should be

inspected carefully.

5. Discussion

The approach outlined above was adopted to identify the reasons for unexpectedly low

prevalence rates observed in an epidemiological mental health survey. It has been shown

that these low figures result from a decline in the probability of a screening variable within

interviewers. We were able to demonstrate that the heterogeneity of the set of interviewers

must be investigated carefully, particularly if the fixed effect of the sequence within each
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interviewer seems to be negligible, at least in statistical terms. If relevant characteristics of

the interviewers are not available, segmentizing by means of a mixture model turns out to

be a good strategy (Allenby and Rossi 1999; Wedel and DeSarbo 1995; Wedel and

Kamakura 2000). Two models with four and five latent classes, respectively, provide the

information to identify those interviewers who are at least partially responsible for the

decrease. Since the classes differ considerably with respect to their behaviour over time,

any fixed model to explain the probability has to be rejected. The mixture model clearly
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Fig. 3. Predicted probability of the screening variable against the sequence for a five class solution
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shows that even if we do not observe any sequence effect “on average” by means of a fixed

model, we should not trust in the homogeneity of the set of interviewers, but rather try to

explain the heterogeneity by means of a latent class model. It was suspected from a mere

inspection of the data on the interviewer level that a particular subgroup of interviewers,

characterized by a special training, could be responsible for the low prevalence rates. This

turned out to be only partially true. The five-class solution furthermore indicates a

subgroup of four interviewers for which the “sequence effect” reaches its maximum. The

comparison of the 4- and the 5-class solutions also demonstrates the promising

opportunities of analysing the latent heterogeneity by a latent class analysis. Modelling the

manifest heterogeneity by means of individual characteristics sometimes turns out to be

insufficient. Of course, it would be of great interest to further explain these potential

artefacts and the manifest heterogeneity of the interviewers by other characteristics of the

interviewers, but this was not the core aim of our approach.

Any sequence effect estimated by a within model must be attributed to an artefact

resulting from an undesirable behaviour of the interviewer. We would assume that the

probability of a positively answered screening question stays constant over time. At least it

should not be possible to explain any change by means of individual characteristics or a

particular experience of the interviewer. However, the investigation in the course of the

survey, in order to control for the artefact as early as possible, is still problematic. Since

the estimation of the model parameters depends on the variance of the number of

observations (interviews) in each group (interviewer), the number of interviews should not

vary too much. Particularly, no singletons or interviewers with only two interviews should

be observed, which is highly probable at the beginning of a survey. Ideally, all

interviewers should carry out the same number of interviews within the same period of

time. However, this will never be possible in practice. If the survey design comes close to

it, this sort of a quality control can be carried out at an early stage of the campaign.

Furthermore, any learning effect will diminish only if a small number of interviews are

performed by each interviewer, as can be seen from the performance of the 56 interviewers

Table 10. Cross tabulation between the 4 and the 5-class solution. 1. row ¼ number of

interviews. 2. row ¼ number of interviewers

Class 1 2 3 4 Total

1 1,115 20 0 0 1,135
56 2 0 0 58

2 0 904 115 0 1,019
0 12 1 0 13

3 0 151 296 0 447
0 2 2 0 4

4 0 0 1,073 0 1,073
0 0 6/41 0 10

5 0 0 37 575 612
0 0 2 5/31 10

Total 1,115 1,075 1,521 575 4,286
56 16 15 8 95

1 Interviewer with prior experience with the CIDI system
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in Class 1, where the maximum number of interviews is 88. Nevertheless, it will always be

possible to investigate the effect when the fieldwork is completed.

It is questionable whether or not the identification of subgroups of interviewers can be

used to “clean” the available data simply by discarding the interviews generated by the

interviewers of a particular “incriminated” class. In our view, this is not possible for at

least three reasons. First, there is no criterion available to decide which interview is biased

from which point in the sequence since the segmentation has been done with respect to the

set of interviewers. Second, and even more important, we have to consider the

probabilistic nature of the latent class model. Each interviewer is characterised by a

probability for each latent class, which sum up to one. The modal allocation to only one of

these classes necessarily has to ignore this. On the other hand, it is not possible to discard

interviews because of this probability. Third, if interviews are removed from the original

sample, the remaining set cannot be considered a random, representative sample any more,

since the selection criterion is a systematic one. As already mentioned the data used for the

analysis above had not been used for any other, substantial analysis. The study for

Germany was repeated in 2002/2003.
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