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Covariances of Measurement Errors
in Survey Responses

Willard L. Rodgers and A. Regula Herzog'

Abstract: Using data from administrative
records, census counts, and maps to assess
errors in responses to a wide range of survey
items, we investigated discrepancies in survey
answers from interviews with a sample of the
adult population in a metropolitan area. We
found evidence that commonly made assump-
tions about the independence of measurement
errors are often incorrect. Specifically, we
found: (1) substantial correlations between
discrepancy scores on most of the survey items
and the values from the validating sources; (2)
frequent, though generally small, correlations

1. Introduction

Assumptions about the relationships of errors
in measurement are commonly made when
analyzing survey data. Generally the only
justification for these assumptions is that it is
impossible to estimate the population param-
eters without a set of assumptions. For exam-
ple, an assumption that is frequently made by
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between discrepancy scores on one variable and
measured values on other variables; and (3)
that discrepancy scores on different variables
tend to be somewhat correlated with one an-
other only if the variables are within a single
topic area. Such violations of assumptions can
have profound effects on estimates of popula-
tion parameters from survey data; for exam-
ple, there may be substantial biases in esti-
mates of regression coefficients.

Key words: Measurement error; validation;
matching; estimation.

psychometricians (e.g., Nunnally (1967, p.
182)), sociologists (e.g., Alwin and Jackson
(1979, p. 70, but see discussion on p. 105 ff.)),
econometricians (e.g., Johnston (1972, p.
289)), and statisticians (e.g., Cochran (1968,
p. 639, but see discussion in remainder of
article)), among others, is that measurement
errors are uncorrelated with the true values of
the concept being measured. One usually
makes this assumption when one treats certain
variables (typically the exogenous variables in
a causal model) as fixed, for example, as in an
experimental design. This assertion may subse-
quently be relaxed by making conclusions
conditional on the observed values of the
exogenous variables. Nevertheless the as-
sumption that is made, often implicitly, is that
those values are known with certainty — that s,
without measurement error. Other types of
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assumptidns that are frequently made concern
the independence of errors in measurement of
one variable relative to the true values of
other variables, and the joint independence of
errors in measures of different concepts (e.g.,
previous citations). If such assumptions are
not justified, estimates of population param-
eters may be highly biased.

Consider a simple causal model in which
one variable, £, has a linear effect on a second
variable, 1, given by the following expression:

n = P&+ G 1)
Assume that, in the population of interest, the
following equality holds:

@

(where S$% and S, are the population vari-
ance and covariance, respectively), and let B
be treated as an estimate of . Let each of
these concepts be measured for a sample of
the population by a single survey item which is
related to the corresponding concept as
follows:

X, =§+9, (3
and
Yi=nite. 4)

(Expressions (3) and (4) are simplified by
adopting the conventions that the concepts
and their indicators have the same units and
that all are expressed as deviation scores.)

Standard practice is to estimate the effect of
€ on n by the ordinary least squares statistic
(OLS):

®)
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The value of b has the following limiting
value:

BSE + Sps + See + Sae

lim(b) =
P SZ+ 28 + S

(6)

b is a consistent estimator of B only if the fol-
lowing standard set of assumptions is correct
with respect to the error terms for the two
measures:

St=0, @)
(no errors in measurement of the exogenous
variable, which implies S¢; = S,5 = S5 = 0);
and

See =10 8)
(measurement errors in the endogenous vari-
able are uncorrelated with true values of the
exogenous variable). Violations of the first of
these assumptions are often recognized and
partially taken into account by a procedure
such as correction for attenuation or by simul-
taneous estimation of a measurement and a
causal model using a procedure such as that
implemented in the LISREL computer pro-
gram (Joreskog and Sorbom (1984)). Such
procedures, however, generally ignore the
possibility that the measurement errors may
covary with the true values or with one anoth-
er; that is, they implicitly assume that:

Sga = Sn6 = S(Se = SES =0. (9)

From expression (6) it is clear that violation of
any of the assumptions about measurement
errors may introduce bias into the standard
OLS estimator of the effect of one variable on
another. Without specific knowledge of the
actual covariances of the error terms, it is im-
possible to improve on the standard estimator
since the bias could be either positive or nega-
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tive and nothing is known about its absolute
value.

If we seek to estimate the parameters of a
more complex model than the bivariate one
given by expression (1), the potential effects
of measurement error become even more dif-
ficult to predict. It is not necessary to take up
additional space to demonstrate this, since the
point has already been made with the bivari-
ate models. It suffices to mention that if there
are multiple exogenous variables, non-zero
covariances involving measurement errors
with respect to any one of the variables may
introduce biases into regression coefficients
for all of the predictors.

Investigations in which measurement errors
have been explicitly evaluated raise doubts
about the tenability of the types of assump-
tions that we have enumerated. The sheer fre-
quency and magnitude of errors in survey
measures have been found to be high enough
to warrant skepticism concerning unsubstan-
tiated assumptions about covariances in-
volving those errors. For example, between
one percent (for a question on workers’ en-
titlement to paid vacation) and about sixty
percent (for a question on the type of diagnosis
during a hospital stay) of respondents reported
information that did not agree with infor-
mation gleaned from independent records
(Duncan and Mathiowetz (1985); Herzog
and Dielman (1985)). Moreover, Duncan and
Mathiowetz (1985) and Radner (1982) found
that, contrary to assumptions listed above,
errors in measures of certain variables are sig-
nificantly correlated with the true levels on
those variables as well as with other variables
that would often be treated as predictors in ex-
planatory models. Presser (1984) also exam-
ined reporting errors across different vari-
ables. His findings suggest that reporting
errors may be related across questions dealing
with similar topics but not across questions
dealing with different topics.

The present paper investigates covariances

405

of measurement errors with the true values of
the concepts they are intended to represent,
with measures of other concepts, and with one
another. The operational definition of mea-
surement error used in this paper is the dis-
crepancy between a survey report and an ex-
ternal measure, and the covariances of those
discrepancies with respect to a range of vari-
ables are examined using several different
sources of validating information. We con-
clude with a brief consideration of some of the
implications of the observed covariances on
estimates of multivariate statistics from survey
data.

2. Methods

2.1. Design

The data analyzed here were collected as two
components of the Study of Michigan Genera-
tions project conducted by the Survey Re-
search Center at The University of Michigan.
Face to face interviews lasting an average of 90
minutes were conducted with 1 491 respon-
dents in the Detroit metropolitan area. Inde-
pendent information about many of the vari-
ables measured by survey responses was
sought from existing, publicly accessible
records. Such information may, of course,
contain its own errors, although we made eve-
ry effort to optimize the quality of this infor-
mation. We treat the survey and the records
data as two sources of fallible information,
and analyze any discrepancy between them as
an indicator of measurement error in at least
one of those sources.

2.2. Sample and data collection

The Sampling Section of the Survey Research
Center (SRC) drew a multi-stage stratified
area probability sample of households in the
Michigan counties of Wayne, Macomb and
Oakland, using procedures that would yield
an oversample of older adults. Interviews
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were conducted with randomly selected re-
spondents, with no proxy responses allowed.
(Details about the sample design are available
on request from the authors.)

The interviews were conducted from Febru-
ary through June, 1984, in the respondents’
homes. The response rate was a rather low
58% but this is not out of line with other
non-government surveys given the target
population (major metropolitan area) and the
length of the interview. Our objective in this
paper, moreover, is to examine covariances
involving response €rrors among survey re-
spondents, not in the total population. (That
is, we define the population of interest to in-
clude only those who would have responded
to the request for an interview.)

2.3. Measures

The following is a list of survey questions and
the independent information that was used to
validate the answers to the survey questions.
At least two staff members independently
matched the records, with senior staff re-
viewing all “probable” matches. Information
regarding the levels of agreement and bias in
these measures may be found in a separate
paper (Rodgers and Herzog (1987)).

Automobile. Respondents reported whether
they had a vehicle registered in their own
name, and if so, what the make and year of the
(most frequently used) automobile was. We
obtained validating information from the
Michigan Secretary of State’s office. The pro-
cedure for matching records was based on full
name and address. If the records indicated the
respondent had registered an automobile
since the date of the interview, we treated
absence of a match for the automobile re-
ported in the interview as missing data rather
than as an error.

Driver’s license. Respondents reported on
whether or not they had a valid Michigan
driver’s license. Validating information was
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obtained from the Michigan Secretary of
State’s office. The procedure for matching
records was based on four criteria: (1) Michigan
Driver’s License number (as copied by inter-
viewer); (2) first name (including initials) and
last name (including search for misspellings);
(3) street address and city; and (4) birth date
(within 10 years if all other criteria matched).

Voting behavior. Three questions concerned
whether the respondent voted in the 1980 pre-
sidential, the 1982 congressional, and the 1983
local school board elections, and another
three questions concerned whether and at
which address the respondent was registered
to vote for these elections. Validating infor-
mation was obtained from voter registration
rolls in relevant city and township clerks’ of-
fices. The procedure for matching records was
based on six criteria for both computer lists
and hand-checking of registration rolls: (1)
proper specific election; (2) ward and pre-
cinct; (3) name; (4) street address; (5) sex; and
(6) birth date (again within 10 years).

Birth date. Respondents’ reports of their
date of birth were compared with the date re-
corded in the Michigan Driver’s License and
ID files, and also with the date recorded in
voter registration rolls.

Distances to neighborhood facilities. Re-
spondents judged the distances from their
home to the nearest drug store, large grocery
store, fire station, and general hospital using a
scale with six bracketed categories ranging
from “less than a quarter mile” to “more than
five miles.” The respondents also named each
of these facilities and gave its street location.
From this information, study staff were able to
measure on a map the actual distance from the
respondent’s home to each facility, and to
code these distances into the same six cate-
gories.

Characteristics of neighborhood residents.
There were four questions on the percentages
of blacks, persons 60 years of age or over,
families with incomes over $10 000 and over
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$30 000 living in the respondent’s neighbor-
hood. Validating information was obtained
from census information (from the 1980 U.S.
Census Data tape) on block groups corre-
sponding to SRC sampling segments. Unfor-
tunately, respondents find it difficult to char-
acterize their neighbors in percentage terms.
During the pretesting phase of this study, we
asked respondents to specify the proportion of
their neighbors who were black, over age 60,
and so on, but obtained so many negative
comments from the interviewers about this
question format, and so small a proportion of
usable responses from the pretest respon-
dents, that we opted for a set of verbal catego-
ries. To compare these responses to census
block group data, which are in percentage
terms, we made arbitrary assignments of the
verbal categories to the midpoints of what we
considered reasonable percentage ranges for
each category. (Specifically, percentages were
assigned to the verbal categories as follows:
“None” =0 %; “Almost none” = 10 %; “Less
than half” = 35 %; “About half” = 50 %;
“More than half” = 65 %; “Almost all” =
90 %;and “All” = 100 %.)

House value and property taxes. Home-
owners were asked to estimate the value of
their home and the amount of property taxes
they paid in the preceding year. These values
were compared to those recorded in city and
township assessors’ offices. The procedure for
matching records was based on three criteria:
(1) first and last name of respondent (and
spouse); (2) address of housing unit; and (3)
school district. Millage rate for district, state
equalization factor and other fees added to tax
bill were also coded. The assessed values were
multiplied by two because the official assess-
ment is intended to be 50 % of market value.

2.4. Data analysis procedures

We use correlation coefficients to evaluate
three types of assumptions concerning the in-
dependence of measurement errors. Our first
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concern is with the assumption that errors in
measuring a variable are unrelated to the true
values of that variable. It cannot be assumed,
of course, that the data from external sources
are error-free. For example, Kilss and Alvey
(1976) examined data from the Current Popu-
lation Survey (CPS), the Social Security
Administration (SSA), and the Internal Reve-
nue Service (IRS) and found that, with wage
income classified into $500 categories, 17 %
of the records from IRS disagreed with those
from the SSA. This is a considerably lower
rate of disagreement, however, than that be-
tween the CPS and either of the administrative
sources: using the same categorization, they
observed 44 % disagreement between the
CPS and the SSA, and 38 % disagreement be-
tween the CPS and the IRS (Kilss and Alvey
(1976, Table 6)). This indicates that the
records data, while imperfect, have lower
error rates than the survey reports. Since we
do not know the “true” values, we settle for
examining the correlations of discrepancies
between the two sources of information on
a variable with the value obtained from the
external source. We then consider the correla-
tions between discrepancy scores with respect
to one variable and values on different vari-
ables. Finally, we consider the correlations
between discrepancy scores on different vari-
ables.

3. Correlations with True Scores

3.1. Observed correlations of measurement
errors with true values on the same variables

To estimate the extent to which measurement
errors are related to true values, we consider
the discrepancies between each of 16 survey
measures and the validation records for those
same variables. The correlations of these
discrepancies with the record values are
shown in Table 1. A majority of these correla-
tions (11 out of 17) have absolute values great-
er than .20, and 4 of them have absolute values
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Table 1. Correlations of discrepancy scores with record values
n* Correlation Standard error

Age of automobile 811 -.226 .072
Driver’slicense 1 465 —-.483 .033
Vote:

in 1980 1176 —-.544 .034

in 1982 1198 -.476 .025

in 1983 812 -.480 .027
Age:

compared to Michigan

driver’s license or ID 1029 .035 .039
compared to voter
registration rolls 910 -.035 .078

Distance to:

drug store 1428 -.417 .082

grocery store 1 443 -.397 .081

fire station 1317 —-.285 .060

hospital 1423 -.268 .041
Proportion of neighbors:

60 years or older 1425 -.099 .060

black 1470 -.222 .066

family income over $10 000 1311 -.024 .062

family income over $30 000 1264 .004 .055
Assessed value of house 761 242 138
Property tax paid in 1983 677 .073 .045

* The entries in this column are the number of cases with non-missing data for each pair of items.

larger than .45, so the relationships are by no
means trivial or unimportant.

With four exceptions (none of which is
statistically significant), the directions of these
correlations are negative which means that
large values according to the records tend to
be under-reported by the respondents, where-
as below-average values tend to be over-re-
ported. Most of these negative correlations

2 The negative correlations may also be attribut-
able in part to violations of the assumption that the
records data are error-free. Observe that if both
the survey reports, Xj;, and the records, X,; are
error-laden measures of the actual level, n;:

Xyi=mni+ du
Xy =m;+ 0y,
then the discrepancy score is:

Ai= X=Xy =8,,-0y.

are at least to some extent artificially intro-
duced by the measurement procedure. This is
particularly true for dichotomously scored
variables such as the reports of voting. A
reporting error by someone who, according to
the records, did not vote in an election can
only be an error in one direction, here scored
as a positive error, whereas a reporting error
by someone who did vote can only be in the

The covariance of the discrepancy and the record
scores, then, is:

- 2
SAX2 = O, —Snf’, + 55162 —Saz .

If the error terms do not covary with the true

scores or with one another, this simplifies to:

Sar, =~ % <0.
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negative direction. Similarly, those living five
or more miles from a grocery store could,
given the measurement scale used in this
survey, err only in the direction of under-
reporting the distance, whereas those living
within a quarter mile could err only by over-
reporting. Only variables scored on an open-
ended scale, such as dollars or years, escape
this artificial constraint, and so it is no surprise
to observe that three of the four positive cor-
relations between measurement errors and
the recorded values are with respect to house
worth, property taxes, and age. The fact that
most of the negative correlations are at least
introduced by the response scale, and thus
predictable without the additional work of
collecting the validation data, does not,
however, diminish the importance of these
correlations. Whatever the reason for their
existence, these correlations indicate substan-
tial and frequent violations of the assumption
that measurement errors are independent of
the true values.

The estimated standard errors of the corre-
lations are shown in parentheses, and the cor-
responding t-tests (not shown) indicate that
ten of the correlations differ significantly
(p<.05) from zero — all ten, in fact, being
significantly less than zero. These standard
errors are not simple random sample esti-
mates, but were obtained from a program
(REPERR, which is part of the OSIRIS.IV
package: University of Michigan, Survey Re-
search Center Computer Support Group
(1982)) which takes into account the sample
design. Because the sample was highly clus-
tered, and overrepresents older people (with
compensating sampling weights applied in the
analysis), the design effect (Kish (1965)) is
substantial for most of these correlations.

3.2. Data transformations

Some of the correlations of discrepancy scores
with record values indicated in Table 1 may be
reduced or eliminated by judicious transfor-
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mations of the measurement scales. Consider,
for example, the correlations between discre-
pancy scores on distances to neighborhood fa-
cilities and the distances measured from maps.
We wanted to know the extent to which the re-
lationships of discrepancies on the distance
variables are artificially, imposed by the use of
a set of categories as the response scale for a
continuous variable. To obtain an approxima-
tion of what the covariance would be in the
absence of such a constraint, we deleted re-
spondents who, according to the map mea-
sure, lived less than a quarter mile or more
than five miles from a facility — that is, those
who were classified into the extreme distance
categories on the six-point scale. The average
covariance of the discrepancies with the map
distances dropped from — .67 to — .20, indicat-
ing that most of the covariances may well re-
flect only the use of bracketed response scales.
This is based on a rather peculiar subsample of
the population, however — those who lived
neither very close to nor far from a facility — so
we would not try to draw any general con-
clusion from this observation.

It is doubtful that dollars are the best unitin
which to compare errors on the house value
and property tax variables. An error of
$10 000 has a very different importance if it is
with respect to the value of a house assessed at
$20 000 than if it is with respect to the value of
a house assessed at $200 000. A more reason-
able assessment of error, then, might be the
discrepancy between the respondent’s report
and the official value, as a proportion of the
official value. The correlation between such
proportional discrepancies and the assessed
values is — .21, in the opposite direction from
the .24 observed for the simple discrepancies.
The sampling error of this correlation is also
much smaller after the transformation to pro-
portions, so that it is now significantly dif-
ferent from zero (p<.05). Transforming the
discrepancies on the property tax reports to
proportional discrepancies relative to the
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record values also changed the sign of the cor-
relation from positive to negative, but its
magnitude is even smaller than for the simple
discrepancies and does not differ significantly
from zero. (The distribution of these trans-
formed scores would, of course, have to be
considered before undertaking a substantive
analysis.)

4. Correlations with Values on Different
Variables

4.1.
cients

Effects on bivariate regression coeffi-

We next consider the assumption concerning
the lack of relationships between measure-
ment errors with respect to one variable and
values of different variables. We examine
some examples involving variables of a type
which are often included in causal models.
Specifically, we have examired the correla-
tion of discrepancy scores on each of the 16
variables to each of a set of five standard de-
mographic variables. These correlations are
shown in Table 2.

In one sense, the correlations shown in
Table 2 are reassuring; 73 % have absolute
values less than .10, and 72 % are not signifi-
cantly different from zero (p>.05, based on
t-tests using the estimated standard errors,
given in parentheses, which as noted earlier
were calculated using REPERR to take
account of the sample design). At the same
time, the fact that 27 % of the correlations
exceed .10 in absolute value, and that 5 %
exceed .20, should give one pause. These cor-
relations are large enough that they could
introduce substantial biases into estimates of
causal effects, particularly if the true causal
effects are small.

The implications of these correlations be-
come more obvious by considering expression
(6). Take as an example the correlation of .24
between household income and the discrep-
ancy between the self-report and the records
with respect to the amount paid in property
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taxes. If we assume that income was measured
without error, the variance and covariance
terms in expression (6) that involve § all would
have values of zero and drop out, allowing us
to rewrite the limiting value of the OLS esti-
mator for B as:

See

plim(b) = B + — .
SZ
3

Using the sample covariance between the
discrepancies and the records as an estimate of
Sge, and the sample variance of the record
values as an estimate of S, the estimated bias
in the OLS estimator, b, is 3.35. The esti-
mated regression coefficient, based on the as-
sessors’ records for property taxes, is 3.13, so
the bias is larger in magnitude than the true
value — that is, the estimate of B, based on self-
reported property taxes, is 6.47, more than
twice as large as the estimate based on the as-
sessors’ records. If, as seems highly likely (cf.
Radner (1982)), there are errors in the self-
reports of income as well as property taxes,
additional bias terms have been introduced
into the estimate of this B (cf. expression (6));
for example, it is plausible that respondents
who overstated their property taxes also
tended to overstate their incomes, so that the
covariance of the error terms, S, would be
positive. This bias would, however, be at least
partially offset by the term for the variance of
the error in income reports, S3, in the de-
nominator of expression (6).

4.2.  Effects on multiple regression coefficients

We noted in the introduction that mea-
surement error correlated with any of a set of
predictor variables in a regression model may
result in biased estimates of the entire set of
regression coefficients. We have looked at a
large number of regression analyses for evi-
dence of such biases, but space limitations dic-
tate that we describe only two of them. The
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Table 2. Correlations of discrepancy scores with demographic characteristics™®
Age Education = Marital Income Race
status
Age of automobile -.016 .005 -.038 -.047 .047
(.073) (.042) (.082) (.070) (.116)
Driver’slicense -.048 -.001 -.020 -.019 .068
(.025) (.028) (.053) (.039) (.051)
Vote:
in 1980 -.122 .116 -.133 -.050 .190
(.046) (-043) (.065) (.060) (.061)
in 1982 -.047 107 .008 .009 .102
(.052) (.040) (.059) (.060) (.066)
in 1983 .014 -.012 -.049 -.041 .303
(.045) (.048) (.068) (.073) (.075)
Age:
compared to Michigan .029 .012 .064 .041 -.053
driver’slicense or ID (.036) (.028) (.044) (.030) (.069)
compared to voter .011 -.080 -.182 -.082 .064
registration rolls (.070) (.051) (.055) (.041) (.084)
Distance to:
drugstore .082 -.038 -.104 —-.038 130
(-036) (.031) (.061) (.081) (-099)
grocery store .049 .009 .074 .077 -.013
(.035) (.036) (.042) (.037) (.048)
fire station -.023 -.038 -.022 -.024 .076
(.040) (.051) (.050) (.051) (.089)
hospital .041 .004 .002 .057 .025
(.034) (.044) (.043) (.054) (.041)
Proportion of neighbors:
60 years or older .133 -.078 -.001 -.042 .031
(.041) (.037) (.041) (.039) (.049)
black -.093 .033 .060 .059 -.153
(.048) (.048) (.047) (.058) (.072)
family income over $10 000 -.065 .184 .150 .266 -.075
(.043) (.042) (.047) (.045) (-060)
family income over $30 000 -.135 150 114 .286 -.137
(.046) (.043) (.052) (.053) (.056)
Assesed value of house -.085 .087 .046 224 .038
(.060) (.042) (.054) (.123) (.064)
Property tax paid in 1983 -.050 107 .057 238 -.084
(.044) (.070) (.041) (.077) (.026)

The standard errors are shown in parentheses.
* The demographic variables are defined as follows:
Age: As reported by respondents.

Income: Family income for previous year as reported by respondents.

Marital status: Married or living together = 1, all others = 0.

Education: In years.

Race: Black =1, others = 0.
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Table 3. Multiple regression coefficients: predicting property taxes from demographic character-
istics

Predictor* Respondent Record
Coeff. Standard error Coeff. Standard error

Constant 645.12 616.65

Age -7.54 9.18 -2.40 2.99
Income 6.52 2.18 2.90 0.86
Missing data on income 71.04 448.74 394.68 282.39

Marital status -580.20 292.08 -185.51 179.60
Education 20.07 88.76 24.24 33.00

Race -770.66 242.94 -509.44 147.18

* The predictor variables are defined as described in Table 2. Income is measured in hundreds of dollars,
and respondents with missing data on income are recoded to $25 000 (approximately the mean value). The
indicator variable (labelled “Missing data on income”) is set to 1 for those respondents with missing data, 0

for all others.

regression models are oversimplified both

with respect to data analysis and to substan- -

tive considerations.’> We could have selected
other examples which show smaller conse-
quences, but the ones shown are not particu-
larly unusual cases. Moreover, for these
examples we consider only measurement er-
ror as assessed with respect to the dependent
variables, whereas more typically one might
be concerned with errors in measured values
of the predictor variables as well.

The dependent variable in the first ex-
ample is the property taxes paid by home-
owners in the previous year, as reported in the
first instance by respondents, in the second in-
stance by local assessors’ offices, and as pre-
dicted by the set of five demographic variables

% Our justification for these simplifications is that
our objective in this paper is not to estimate true
causal parameters (i.e., the 3s in a multiple-predic-
tor version of expression (1)), but rather to assess
the consequences of measurement error on esti-
mates of population values (i.e., the Bs corre-
sponding to a multiple-predictor version of expres-
sion (2)) from a sample survey. In substantive
analyses it is necessary to assume that the model
has been properly specified, including the func-
tional forms of the relationships among the depen-
dent and predictor variables (e.g., their linearity
and additivity) and that the sampled population
corresponds to the target population, but for pur-
poses of this paper we do not get into the issues that
underlie such assumptions.

shown in Table 2 (plus a dummy variable indi-
cating missing data on family income; these
cases are also recoded to the mean level on the
income variable). There are substantial differ-
ences in the estimated regression coefficients
depending on which report is used, as is shown
in Table 3. The coefficient for income is twice
as large if based on respondent reports rather
than official values. Although this is the only
predictor variable for which the coefficients in
the two regressions differ at a statistically
significant level,* all of the regression coeffi-
cients are noticeably different between the
two columns. The estimated coefficient for

4 To test whether the coefficients in the two
columns are significantly different from one another,
the LISREL computer program (Joreskog and
Sorbom (1984)) was used, constraining each pair
of coefficients in turn to be equal. The test is
approximate, since LISREL assumes a simple
random sample design. An overall “design effect”
was assumed, specifying the sample size to be only
127 instead of the actual 677 respondents from
whom property tax reports were obtained, so that
the average standard error for the regression
coefficients as estimated by LISREL for the un-
constrained model would be equal to the average
standard error as estimated by REPERR. The sta-
tistical significance of the difference was evaluated
by the chi-square goodness of fit statistic for the
constrained model. For family income, the chi-
square statistic is 28.4, with one degree of freedom,
so is highly significant. For each of the other pre-
dictors in Table 3, constraining equality across the
dependent variables did not produce a significant
lack of fit; the chi-square statistic for each such
constraint was less than 1.0.
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Table 4. Logit regression coefficients: predicting voting behavior in 1980 from demographic
characteristics

Predictor* Respondent Record
Coeff. Standard error Coeff. Standard error

Constant -4.934 -4.077

Age .050 .005 .050 .004

Income 130 .056 .104 .045

Marital status 455 176 .883 159
Education .247 .035 .092 .028

Race 768 .187 -.194 .164

* The predictor variables are defined as described in Table 2. Income is measured in hundreds of dollars.

marital status is three times larger when
predicting the respondent reports than when
predicting assessors’ reports. As in previous
tables, the standard errors were obtained
using REPERR in order to take account of the
sample design.

The dependent variable in the second ex-
ample is voting behavior in the 1980 election.
Since this is a dichotomous variable, we used
logit analysis rather than ordinary least
squares, obtaining the regression coefficients
shown in Table 4. (We used the DREG pro-
gram in OSIRIS.IV for this analysis. The
REPERR program does not handle logit re-
gression, so the standard errors shown in
parentheses in Table 4 assume a simple ran-
dom sample and probably should be multi-
plied by a factor of about 2.) The coefficients in
the first column are based on the respondents’
own reports on whether or not they voted,
while those in the third column are based on
voting records. Again there are at least small
differences in most of the coefficients, and
three of the differences are substantial. If we
use the official records, the estimated effect of
marital status is considerably larger than if we
were to use the respondent reports about
voting. Education, on the other hand, is esti-
mated to have a much smaller effect if based
on the records instead of respondent reports.
A similar pattern was reported by Silver et al.
(1986), who found that several respondent
characteristics, including education, which

predict to voting behavior also predict to over-
reporting of voting behavior. The largest dif-
ference, however, is with respect to race.
Based on analysis of the self-reports, it appears
that blacks were much more likely to vote in
the 1980 election than were non-blacks, but
there is no evidence whatsoever — indeed, the
estimate is in the opposite direction — for such
a racial difference according to the records
data. This difference in the estimated impor-
tance of race is consistent with previous re-
ports which have found that blacks are more
likely to overreport voting than whites (Katosh
and Traugott (1981); Sigelman (1982)).

5. Intercorrelations of Measurement Errors
on Different Variables

Table 5 shows correlations between discrep-
ancy scores on different survey questions.
Based upon previous work by Presser (1984)
and preliminary inspection of the data, which
suggest that intercorrelations may exist be-
tween measurement errors within but not be-
tween topic areas, correlations between pairs
of discrepancy scores were averaged both
within and between topic areas.

Our findings support those reported by
Presser. Correlations within topic areas show
stronger relationships than do those between
topic areas, as indicated by the averages
shown at the bottom of the table. Across all
pairs of items, the average of the absolute



414

values of the discrepancy scores is very small
(.055). The average correlation between pairs
of items within the same topic area, while
small, is large enough to be of potential con-
cern (.128), but the average correlation
between items on different topics is not much
higher than would be expected if all these
discrepancies were independent. The entries
in Table 5 are averages of the absolute values
of the correlations. If a correlation between
two variables has a population value of zero,
the average observed (absolute) correlation in
a sample of a thousand or so cases would be
about .025 (based on simulated data generated
from a wide range of distributions). The aver-
ages of the absolute values of the correlations
between the discrepancy scores is .045, some-
what higher than the value expected by chance
but not large enough to be a cause of great
concern for most purposes. (The number of
cases on which the correlations in Table 5 are
based ranges from less than 700 to almost
1 500, with an average greater than 1 000, but
the effective sample size, given the design
effect due to clustering of respondents within
households and of households within geo-
graphic areas, is probably smaller than 1 000.)

The sets of variables listed in the top half of
Table 5 not only are in the same topic area, the
survey measures in most of these sets also
share a common response scale: the three
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voting items are measured on simple yes-no
scales; the neighborhood distances all use a set
of bracketed distance categories; the ques-
tions about neighbors all use a set of verbal
labels to refer to proportions; and homestead
value and property taxes both are asked in
terms of dollars. It is possible, then, that much
of the observed covariation within each of
these sets reflects a “methods effect” — that is,
a contribution to total item variance from the
method used to obtain the data—rather than re-
flecting that the questions are in the same topic
area. Andrews (1984), using estimates of meth-
od effects obtained from analysis of multi-
method multi-trait data, found that across a
collection of social psychological variables the
average proportion of variance explained by
methods effects was about two or three per-
cent. If the observed correlations within Table
5 are due entirely to methods effects, these
items would appear to be subject to stronger
methods effects than most of the items ob-
served by Andrews, whereas we would have
expected methods effects for these factual and
behavioral items to be smaller than those for
attitudinal and other subjective items of the
type examined by Andrews.

In addition to the general patterns, con-
siderable variation exists for correlations
within the different topic areas. Errors in re-
porting participation in one election are relati-

Table 5. Average correlations between discrepancy scores

Topicareas n* Average
correlation
Voting behavior (3 items) 1062 .265
Neighborhood distances (4 items) 1402 .081
Neighborhood characteristics (4 items) 1402 .081
Homestead value and prop. tax (2 items) 719 .022
Average correlation within topic areas 128
Average correlation between topic areas .045
Average correlation for all questions .055

* The entrics in this column are average numbers of cases on which correlations in each topic area are based.
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vely strongly related to errors in reporting par-
ticipation in another election. Discrepancies
on distances to various neighborhood facilities
are also somewhat related to one another.
Discrepancies in reports on housing and on
neighborhood composition are only weakly
interrelated, but still at a higher level than
errors in reports across different topic areas.

6. Summary and Conclusions

In this paper we have examined commonly
made assumptions concerning the indepen-
dence of measurement errors in answers by
survey respondents relative to true values of
substantive variables and to each other. We
have operationalized measurement errors as
the discrepancies between responses to survey
questions and data from administrative
records, census counts, and maps. We have
observed that the independence assumptions
are often incorrect. There are substantial
correlations between the values of discrepan-
cies in survey measures of several of the vari-
ables considered and the values of those vari-
ables as measured from records and other out-
side sources. Correlations of discrepancy
scores on one variable with a set of demo-
graphic variables (taken as examples of possi-
ble predictor variables in regression models)
are mostly small, but may nevertheless intro-
duce substantial biases into estimates of re-
gression coefficients for which the true values
may also be small. The correlations of discrep-
ancy scores on different variables with each
other are also generally small, but not always
negligible, particularly when the variables are
within the same topic area.

It is commonly thought that measurement
error introduces a negative bias into estimates
of relationships among variables, and that cor-
recting for attenuation compensates for this
bias. This would indeed be the case if mea-
surement errors were truly random - if, that
is, the various assumptions about indepen-
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dence of measurement errors were correct. If
any of those assumptions are incorrect, how-
ever, the implications may be complex and
difficult to predict without explicit knowledge
about the correlates of measurement error.
For example, if there is a positive correlation
between ‘errors in measures of two variables,
the observed covariance between those mea-
sures will tend to overestimate the relation-
ship between the underlying variables (if that
relationship is also positive). But if it is the
correlation coefficient rather than the covari-
ance that is considered, this positive bias is
countered by the increase in variance in the
two observed variables due to measurement
error, which tends to reduce the observed cor-
relation.

With respect to bivariate and multivariate
regression coefficients, the effects of measure-
ment error become even more complex and
hard to predict. Measurement error in the
dependent variable, as long as it is uncorre-
lated with any of the predictor variables, does
not cause a bias in the estimates of regression
coefficients but does increase the sampling
errors of such estimates. If, however, it is not
justified to assume that measurement error in
the dependent variable is independent of the
predictors, and that it is independent of mea-
surement error in measures of those predic-
tors, more complex estimation techniques
(e.g., the use of instrumental variables and
two stage least squares) are necessary to avoid
possible biases. Measurement error with
respect to the predictor in a bivariate regres-
sion model results in a downward bias with
respect to the absolute value of the regression
coefficient, even if that error is uncorrelated
with any other component of the model. Mea-
surement error with respect to any of the pre-
dictors in a multivariate model has complex
effects on the estimates of the coefficients. If,
moreover, measurement errors with respect
to any of the predictors in a multivariate
model are correlated with any of the true
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values, the regression coefficients will be
biased, but in a direction and to an extent that
cannot be stated without specific knowledge
about the correlations of the measurement
errors.

In addition to sounding a note of caution
with respect to assumptions about covariances
involving measurement errors, our findings
also suggest some data collection and analysis
procedures that may be useful in reducing the
extent to which such assumptions are violated.
The most basic implication is the importance
of developing and applying improved meth-
ods of data collection, which for personal
interviews includes both the wording of ques-
tions and training of interviewers in tech-
niques that elicit complete and accurate respon-
ses. Research on both of these aspects of sur-
vey research is appallingly deficient given
their importance and complexity, but there is
a growing body of literature. Recent books by
Sudman and Bradburn (1982) and by Schu-
man and Presser (1981) summarize much of
the research into question wording and se-
quencing of questions within interviews. With
respect to interviewing techniques, Cannell
and his colleagues (see Cannell et al. (1981))
have long been engaged in a research program
which suggests the importance of such proce-
dures as obtaining the explicit commitment of
respondents to supplying accurate informa-
tion and positive feedback from the inter-
viewer when the respondent responds in ap-
propriate fashion to questions. A promising
recent development is the collaboration be-
tween cognitive psychologists and survey
methodologists in exploring the effects of
cognitive factors (comprehension of the ques-
tion, retrieval of the desired information from
memory, and so on) on the accuracy of re-
sponses in surveys, with the goal of improving
not only our understanding of the cognitive
processes involved, but also enhancing the ac-
curacy of survey data (see Jabine et al. (1984);
Fienberg et al. (1985)).
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Another method of reducing measurement
errors, and in particular correlated measure-
ment errors, is to obtain important bits of
information from external records rather than
from survey reports. This has been one impe-
tus for the creation of exact matches between
administrative and survey data files (for ex-
amples, see U.S. Office of Federal Statistical
Policy and Standards (1980); Jabine and
Scheuren (1986)). Administrative records
have their own sources of error, of course, but
in many cases it is safe to assume that mea-
surement errors from these sources have
smaller variances, and smaller covariances
with other substantive variables, than do sur-
vey measures. Nevertheless, it may be imprac-
tical to gain access to administrative records
for respondents to a survey, either because of
privacy laws or because of the lack of ade-
quate identification variables (such as Social
Security numbers) that permit exact matching.
In any event, only a small proportion of the
variables obtained through surveys is avail-
able from any type of external records.

A more specific implication of the present
research concerns the use of bracketed cate-
gories to obtain information about variables
which have a wide potential range of true values.
We noted that most of the correlations between
self-reports and record values are negative,
and pointed out that such negative correla-
tions could be largely a consequence of using
closed-ended scales, so that persons with high
true values could only have negative measure-
ment errors while those with low true values
could only have positive measurement errors.
This shortcoming argues strongly against
using closed-ended scales when they can easily
be avoided, although this recommendation
must be weighed against the advantages of-
fered by using closed-ended scales. For ex-
ample, questions about dollar amounts should
probably be answered in dollars, not in terms
of a set of dollar ranges, despite the somewhat
higher response rates observed in response to
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the latter type of question. To minimize both
of these problems, such questions could first
be asked open-endedly, then those unable or
unwilling to answer in such terms could be
offered a set of categories. Ideally, such re-
spondents — especially those in the extreme
categories — would be assigned dollar amounts
in accordance with the distributions observed
in the answers to the open-ended question.
Where closed-ended scales cannot be avoided,
our own findings underline the importance of
avoiding scales with just two or three answer
categories (cf. Johnson and Creech (1983)).

One method of dealing with measurement
errors at the data analysis stage is to transform
the scale on which a variable is measured in a
way that minimizes its covariances with sub-
stantive variables. We have seen examples in
which logarithmic and other tranformations
have effectively eliminated observed covari-
ances involving measurement errors on parti-
cular variables. Without specific knowledge
about measurement errors on a particular
variable, however, any transformation might
introduce or exacerbate covariances rather
than eliminating or reducing such covari-
ances. We are not in a position to do so now,
but perhaps continued study of measurement
errors will lead to generalizations about the
most appropriate transformations to apply to
various types of response scales in order to
reduce biases in statistics estimated from sur-
vey data due to covariances involving mea-
surement €rrors.
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