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Early Survey Models and Their Use in Survey
Quality Work

Gosta Forsman!

Abstract: There have been great advances in
sampling models over the past 60 years. As
these models have been developed, so has an
awareness of the problem of nonsampling er-
rors in surveys. Two lines have emerged in this
work, namely (i) the development of theory
and methods for handling specific sources of
nonsampling errors, and (ii) the development
of a comprehensive theory of an intégrated

1. Introduction

At a statistical agency, survey quality work in-
cludes a variety of procedures such as evalua-
tion studies, preventive control, and produc-
tion control. One fundamental part of this work
is the measurement of survey errors. Measure-
ment studies provide information about quality
that is useful for both the producer of the data
and the user. The survey methodologist needs
data on survey quality to improve methods and
to allocate resources more effectively. The user
of the statistics needs quality data to determine
whether the survey estimates are reliable
enough to meet his/her needs.
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treatment of survey errors. The latter line is
characterized by the use of survey models. This
paper deals with the early research on survey
models up to the early 1970s, and looks at the
application of these models in survey quality
work.

Key words: Nonsampling errors; survey mo-
dels; survey quality.

The early development of survey theory fo-
cused on the measurement and control of spe-
cific error sources. An important example is the
very successful research on sampling errors.
Since the 1930s there has been an increasing
awareness of the problems of nonsampling er-
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rors. India and the United States led the early
development in this field. Forerunners were the
Indian Statistical Institute, led by Mahalanobis,
the Indian Council of Agricultural Research,
where P. V. Sukhatme worked, and the U. S.
Bureau of the Census, where Hansen, Hurwitz,
Tepping, Madow, and others were pioneers.
Contributions from the United Kingdom were
also important. At the Rothamstead Experi-
mental Station, Fisher, Yates, Cochran, and
others did research on statistical experiments in
the 1920s and 1930s. This work had a strong
influence on the development of survey theory.

Studies of specific error sources have contin-
ued to be an important part of survey quality
work. In the 1940s a parallel development
emerged that aimed at an integrated control of
all sources of errors and thus of the total error.
In this research, what is called mixed error
models were developed; later, the term survey
models has been widely used.

We can distinguish three fields of application
for survey models:

1. As already indicated, a survey model allows
an integrated treatment of various error
sources. Thus using the model, the total er-
ror can be estimated. Note that the total
error given the model is the error resulting
from the error sources that the model takes
into account. The “real” total error of a
survey estimate may be affected also by
other sources of error.

2. Survey models can be used to estimate the
relative impact of different error sources on
the total error. For recurrent surveys, this
allows a reallocation (if necessary) of re-
sources to effectively control the error
sources.

3. Survey models might also be applied to a
specific source of error to study the magni-
tude of its components. For example, if ap-
plied to the response error, we can estimate
the total response error and its components,
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the response bias and the response variance.
This also can lead to an improved allocation
of the resources among survey operations.

We will review the early development of survey
models up to the early 1970s and discuss their
use in the subsequent work on survey quality.
It is mainly these models and modified versions
of them that have been used in survey practice
so far. The presentation is restricted to models
that include estimation procedures for the error
components. The theoretical development is
reviewed in Section 2. Section 3 contains exam-
ples from survey practice and in Section 4 we
discuss the application, or lack of application of
survey models.

2. Survey Models

2.1. Models for variable measurement errors

The work to develop survey models (led by
Indian and American statisticians) concentrat-
ed on sampling variance and measurement vari-
ability. Two important sources of measurement '
variability were identified early:

a) the error that depends on the tendency of
the interviewers (or enumerators or observ-
ers, depending on the data collection mode)
to affect the respondent’s answers, and

b) the error that emerges from the fact that the
answers to a question can be different if the
same respondent is asked the same question
on different occasions.

There has not yet emerged a common nomen-
clature for these sources of error. In this sec-
tion, I refer to them as interviewer error and
respondent error, respectively. It should be
noted that the respondent error includes some
of the effect of the interviewer error if different
interviewers ask the same questions on the two
occasions.
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In the United States, Rice (1929) showed
that the interviewers’ own attitudes affected the
respondents and could lead to a response error.
There was an urgent need to measure this type
of error at the U.S. Census Bureau. The data
collection in the Decennial Censuses of Popula-
tion and Housing was conducted by thousands
of temporarily employed interviewers whose
skills could vary considerably. This type of er-
ror was also well-known in India, e.g., in the
crop surveys where the observers might classify
the same field very differently.

The modeling of the interviewer error was
done somewhat differently in different agen-
cies. Central to the U.S. Census Bureau’s mod-
el was that each interviewer generated clusters
of responses. Then, by allocating a random
subsample to each interviewer, the error could
be measured by a cluster sampling (variance)
formula. The situation here differs, howéver,
from that in cluster sampling. In cluster sam-
pling, the correlation seen in the data reflects
the correlation that exists in the population. In
the U.S. Census Bureau’s model, on the other
hand, the correlation is a result of the observa-
tion and data collection process. This error
component was called the correlated response
variance. In India and in some other agencies
in the United States, this error was regarded as
a bias due to the interviewer (or the observer).
The interviewers were considered a simple ran-
dom sample from a population of interviewers.
The variance among the biases associated with
these interviewers in the population was often
called the interviewer variance. This variance
component could then be estimated from the
sample of interviewers. The interviewer vari-
ance is often regarded as identical to the corre-
lated component of the response variance ac-
cording to the Census Bureau model. This is
only approximately true, however, since, theo-
retically, the correlated component of the re-
sponse variance can take on negative values.

The modeling of the respondent error was
also done differently at different agencies. At

the U.S. Census Bureau the random nature of
this error was discussed early (see Palmer
(1943), and Deming (1944)). In the model de-
veloped at the Census Bureau it was assumed
that an answer to an interview question is
generated by a random process. As a conse-
quence — even a response from a given respon-
dent to a given interviewer has a probability
distribution. A similar situation is assumed in
Sukhatme (1954) and Sukhatme and Seth
(1952) and probably also in Mahalanobis
(1946), although Mahalanobis does not explic-
itly describe a survey model as we have defined
it here. Another way of modeling the respon-
dent error is to assume that only one answer is
possible for each respondent-interviewer-ques-
tion combination. A given respondent could,
however, provide different answers to the same
question to different interviewers. The stochas-
tic element in a survey model with this assump-
tion is entirely due to the sampling processes
and the allocation of respondents to interview-
ers. Both interviewers and respondents are usu-
ally regarded as sampled from large popula-
tions. One can interpret the survey model de-
scribed by Stock and Hochstim (1951) as based
on this deterministic approach. The same goes
for the later model by Murthy (1967) and the
conceptual discussion in Zarkovich (1966).

The models for the total survey error, which
considered the sampling error and the two vari-
able measurement error types described above,
were usually formulated according to two basic
ideas. The Census Bureau used a mean square
error decomposition approach founded in sam-
pling theory, while other agencies used a linear
model approach founded in the analysis of vari-
ance (ANOVA) technique.

2.1.1. The mean square error decomposition
approach

The Census Bureau model assumes a set of
general conditions under which the survey is
conducted. The survey is regarded as one trial
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from among a large set of conceived repetitions
of the survey under the same general condi-
tions. This means that a measurement derived
from the survey has a well-defined, but un-
known, probability distribution. The model
postulates the existence of a true value, x, for
each sampling unit. We denote the measure-
ment for the ith element at the rth trial by y,,.

Now, the conditional expected value of y; over
all possible samples that include the ith element
and all possible trials that have resulted in such
a sample, is

E(yl)=Y,. 2.1)
The difference between the observation on the
ith unit in a particular survey and the condition-
al expected value of that unit is

dy=y,—Y;.

d, is called the response deviation.

Assume now, that in a specific trial, ¢, the
population mean, X, is to be estimated by y,,
the sample mean from a simple random sample
of n units. Then the total error y,— X is meas-
ured by MSE(y,), which can be decomposed as:

MSE(y,) = 03/n + o[1 + (n — 1)e}/n
+2(n—1) ogg/n + B~ 2.2)
In (2.2), the first term is the sampling variance
of y,, defined as the variance among the Y;-
values in the population, divided by n. The
second term is the response variance, defined
as the variance of d,, the average of the re-
sponse deviations for the sample. This term can
be further decomposed into the simple re-
sponse variance, o&/n, (which is the error com-
ponent corresponding to the respondent error)
and the correlated response
o(n —1) o%/n. Here, g is the intraclass correla-
tion coefficient among the response deviations
for a trial (survey), defined as

variance,

o= E(d,, d,)lok, =i
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It is important to recall that the sampling vari-
ance measures variations caused by the sam-
pling process, while the response variance mea-
sures variations assumed to characterize the
measurement operation. The third term in
(2.2) is the covariance of the response and
sampling deviations, which is normally regard-
ed as very small — it is zero for a complete
census. The fourth term, finally, is the squared
bias.

An important feature of the model is its
broad applicability. It may be applied to any
sequence of survey operations, i.e., either the
full sequence or a subset of operations (for
instance, interviewing and coding). Applied to
the full sequence, the response variance reflects
contributions from all operations such as inter-
viewing, coding, editing, and so forth. Applied
to coding alone, the response variance reflects
only coding and the response variance becomes
a coding variance. Analogously to (2.2), coding
gives a contribution to the MSE of the form

oY1+ (n—1)oc)n + BE. 2.3)

For surveys with interviewers, the correlated
response variance may be especially large. It is
then important to note that this component
does not decrease when the number of sampled
units within an interviewer’s assignment in-
creases. Hence a relatively low value of ¢ can
have a considerable effect on the total response
variance and also on the total MSE. This is
readily seen if the correlated response variance
is assumed to depend entirely on the interview-
ers (i.e., on the “interviewer error” described
in Section 2.1). The response variance is then
given by

ox[1+e(m—1)/n, (2.4)

where m is the (average) number of respon-
dents assigned to an interviewer.

The Census Bureau survey model was first
presented in Hansen, Hurwitz, Marks, and
Mauldin (1951). In this paper, Hansen et al.
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assumed that the correlated response variance
depends entirely on the interviewers. They
showed that the correlated component of the
response variance could be estimated by means
of interpenetrating subsamples. They also
showed that the common textbook estimator of
the sampling variance of y, actually estimated
the sum of the sampling and simple response
variances. During the 1950s, the model was
further elaborated on and eventually presented
in the two widely recognized papers by Hansen,
Hurwitz, and Bershad (1961) and Hansen,
Hurwitz, and Pritzker (1964). In these papers,
the correlated component of the response vari-
ance was defined as dependent not only on the
interviewers, but on all field personnel. The
correlation between answers to different inter-
viewers was permitted to be nonzero, reflecting
the possible correlations arising from supervi-
sors, coders, editors, keyers, etc. The above
assumptions apply to (2.2).

In Hansen et al. (1964), an estimator of the
simple response variance for 0,1-variables was
presented. This estimator was derived under
the assumption that independent repeated
measurements of the sampled units were con-
ducted. In this case the original survey and its
replication (the reinterview) were assumed to
be two independent randomly selected trials.
Now the gross difference rate,

n
8= izl(yil -y, (2.5)
divided by two, can be shown to be an unbiased
estimate of ok/n. Hansen et al. (1964) defined
an index of inconsistency as the ratio of the
simple response variance to the total variance
of individual responses, o2, that is

=}l (2.6)

For a Bernoulli random variable with parameter
P, the total variance o} is P(1 — P). An estimator
of the numerator is then g/2. The denominator
may be estimated by y(1 —y,), t=1, 2. Here y,
is the proportion of sample units that belongs to

the category of study in trial ¢ data from either
trial 1, or trial 2, or from both trials may be used).
Obviously, the index takes values between 0 and
1. Low values of the index indicate that the
measurement process is under control.

The two procedures for estimating error
components mentioned above, interpenetra-
tion and repeated measurements, are the basic
methods available in the estimation process.
Fellegi (1964) demonstrated how the two pro-
cedures could be combined. In his notation, the
assignment of the jth interviewer is Sy, Sj(2),
j=1, ...k, where Sj and Sj. are randomly
allocated assignments for the jth interviewer in
the original and reinterview surveys, respec-
tively. Sj;) and Sj) are not the same for a
given interviewer. The model is similar to the
Hansen, Hurwitz, and Pritzker (1964) model
but differs in that the conditional expected val-
ues of a measured value y;;, given a respondent,
i, and an interviewer, j, over the trials need not
be the same for the original survey and the
reinterview. Fellegi’s data collection design ac-
comodates the definition of several types of
correlation among the response deviations.

Bailar and Dalenius (1969) demonstrate the
potential usefulness of the procedures interpen-
etration and repeated measurements. The pro-
cedures are reviewed (also in combination) in
several basic study schemes aiming at estimat-
ing different variance components in the Cen-
sus Bureau model. The study schemes are clas-
sified according to repetition and interpenetra-
tion in two dimensions, called the sample di-
mension and the trial dimension. Repetition in
both dimensions is characterized by the use of
the same sample and the same field personnel
(e.g., interviewers and coders) in a replicated
study, repetition in the sample dimension com-
bined with interpenetration in the trial dimen-
sion implies the use of the same sample and
different field workers in a replicated study,
etc. Some of the study schemes are even more
sophisticated than Fellegi’s, but these schemes
are also more difficult to implement.
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Sometimes, when interpenetration or repeti-
tion cannot be applied in a survey, data from
other surveys are used instead. For example,
data from a match between a labor force survey
and a census with labor force items may some-
times be analyzed as if they were reinterview
data. Moreover, data from two independently
conducted surveys with similar questions and
data collection procedures on the same popula-
tion may be treated as if interpenetration had
in fact been applied (see Tepping and Boland
(1972)).

Repeated measurements can also be used to
estimate the bias component. The measure-
ments must, however, be carried out with a
preferred procedure that can be assumed to
provide data close to the true values.

Murthy (1967) and Des Raj (1968) present
variance decomposition models. They both ar-
rive at expressions of the variance of the sam-
ple mean that are similar to the Census Bureau
model decomposition, although their compo-
nents have different definitions. Murthy con-
ceives of the survey as having two steps of
randomization:

i. a sample of population elements, s, and
ii. a sample of survey personnel, r.

He defines y;; as the value obtained by the jth
interviewer for the ith element. Since Murthy
assumes the deterministic response model de-
scribed in 2.1, this value is not a random vari-
able. He gives the following expression for the
variance of the sample mean, y:

V() =o%n+ di[1+ (m—1) g)n,

where the terms are called sampling variance,
simple or uncorrelated response variance, and
correlated response variance, respectively. The
names are the same as the names of the compo-
nents of the Census Bureau model, but they are
not the same components; the response devi-
ations are defined differently.

Contrary to Murthy, Des Raj defines the
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observed value y;; as a random variable. In his
design the interviewers are allocated randomly
to primary sampling units which have been se-
lected with probabilities proportional to size.
Thus, Des Raj is the first to present a survey
model based on a PPS sampling design.

2.1.2. The linear model approach

Linear survey models may also be constructed
in many different ways. The models emerged
from the analysis of variance theory. In the late
1930s and early 1940s, the Indian Statistical
Institute was the first to use ANOVA-type mo-
dels in survey practice. Under the leadership of
P.C. Mahalanobis sampling designs for crop
surveys with embedded experiments based on
interpenetrating subsamples were developed.
The purpose of these experiments was to con-
trol the individual investigator bias that had
been encountered in surveys where different
investigators had unknowingly been allotted
the same fields.

One of the first examples in the literature of
measuring the overall error by means of linear
survey models was provided by Stock and
Hochstim (1951). The authors seem to assume
the deterministic response model as mentioned
above, i.e., only one answer is possible for each
respondent-interviewer-question combination.
In this application, the deterministic model pre-
supposes a population of N respondents and a
population of K interviewers. Then, assuming
that each interviewer, j, interviews each re-
spondent, i, in the population, the data gener-
ating process may be modeled in the following
way:

y'l=y+ll + e,~j, i=1, ..
where
y.. is the mean of all N X K observations,

I; is the individual interviewer bias for inter-
viewer J, i.e., the difference between y.. and
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the mean of the N observations, y. j» of inter-

viewer j, and,

¢;; is the deviation between the observed val-
ue and y.. + I; when interviewer j interviews
respondent i.

It is assumed that no correlation is present
between I and e. The survey design is such that
an interpenetrated subsample, drawn by simple
random sampling, is randomly allotted to each
of k interviewers. The interviewers are sampled
by simple random sampling from a population
of K interviewers.

Now, if assuming that the sampling fractions
are small, the variance of the sample mean, y,
is approximately:

V (y) =o%k + o2/n,
where n is the total sample size.

of is the variance among the [s, defined by
=K (5.,—y..)/(K-1). This is the interviewer
variance mentioned in Section 2.1, and it is
present in most ANOVA-type survey models
(although it may be slightly differently de-
fined). o?is the variance between respondents
within interviewers, averaged over all inter-
viewers. o¥n is the sampling variance and
would be the total variance under the model if
there were no interviewer effects. Note that the
model does not take into account the existence
of true values.

Sukhatme (1954) presents a linear survey
model different from the Stock and Hochstim
model in that (i) the existence of true values is
assumed, and (ii) one of the error components
(and thus y;) is regarded a random variable.
Like Stock and Hochstim, Sukhatme assumes
finite populations of N respondents and K in-
terviewers. He lets

Yij =X+ o + g,

where x; is the true value. o; is defined as “‘the
bias of the jth enumerator in repeated observa-
tions on all units.” a; is very close — if not

identical — to I; in the Stock and Hochstim
model. g; is the random deviation of the re-
ported value from x; + a;. It is assumed that the
g;s are independently distributed with mean 0
and variance o? for all i=1, ..., Nand j=1,
...,K. Assuming the same sampling and mea-
surement design as in the above description of
the Stock and Hochstim model, Sukhatme de-
rives the following expression for V(y):

V@) =
o (1/n — 1N) + o> (/k — 1/K) + o¥n,

or, if N and K are large:
V () = (02 + o?)/n + o%/k

o? is the variance among the true values in the
population. It cannot be estimated separately
from o? with Sukhatme’s design. Sukhatme
shows that the mean square between observa-
tions within enumerators is an estimator of the
sum of o2 and o?. This result is similar to the
finding that the common sampling variance
estimator estimates the sum of the sampling
and simple response variances in the Census
Bureau model. However, the components are
differently defined in the two models. o? is,
analogously to o? above, defined as
=f (0;—a)%(K—1), where & ==K o;/K.

Sukhatme also derives the correlation, g’,
between responses obtained by the same inter-
viewer. If the finite population correction is
small, the variance of a single observation is
approximately o, = o’ + 0%+ 6. An approxi-
mate expression for @’ is

Q' =0y/a} = a%/[ ol + o+ 0?),
which gives V(y) = 0§ [1+0'((nk) =1)Vn.

A similar model is presented by Kish (1962),
who, however, pools the x and & components.
The reason for this is that (as is mentioned
above) the variance components o2 and o? can-
not be estimated separately with Kish’s (or
Sukhatme’s) design since it does not include



48

repeated measurements. Kish’s model can be
written

i = Vi + ¢,
where y;;' = x; + g;. The definitions of the com-
ponents seem to be the same as in the Suk-
hatme model. The intraclass correlation, o*,

between responses obtained by the same inter-
viewer is defined as:

Q* =57/ (53 + 53), 2.7)

where s? and s? are the sample estimates of the

variance between interviewers and within inter-
viewers, respectively.

The Sukhatme (1954) model is a simplified
version of the model presented in Sukhatme
and Seth (1952). The latter model allows sever-
al observations on each unit and an interaction
between the interviewer and the respondent.

The above linear models are based on the
assumption that the expected values of the
measurements do not depend on the sample.
This assumption is usually not made in the
variance decomposition models. E.g., the Cen-
sus Bureau model takes the covariance be-
tween of the response and sampling deviations
into account, see the third term in (2.2).

2.1.3.
ability

Other models for measurement vari-

There are other approaches to developing sur-
vey models for surveys intended to estimate
proportions in the presence of classification er-
rors. In these models, the key concept is what is
called misclassification probability. Assume,
for example, that the true value, x;, for unit i is
1 if i belongs to some category, say C, and 0
otherwise. Errors that give rise to the misclassi-
fication of a unit are considered. The survey
procedure is assumed to generate a stochastic
variable y;, such that

cp=Pr (y,'=]. lx,~=0), and
9=Pr(y,-=0|x,~=l),i=l, ,N

Journal of Official Statistics

¢ and 0 are the misclassification probabilitites.

Casady (1966) derived two such survey mo-
dels for the analysis of reinterview data in the
Health Interview Survey conducted by the U.S.
National Center for Health Statistics. Casady
defined the “within element response variabil-
ity”” and an index of inconsistency and present-
ed estimators of these parameters using the two
models. The models differed in that the mis-
classification probabilities in the first model
were assumed to be constant over different
trials while the misclassification probabilities
were permitted to vary between trials in the
second model.

Swensson (1969) showed that the first Ca-
sady model could be regarded as a special case
of the Census Bureau model (only the sampling
variance and the simple response variance are
regarded — the correlated response variance
cannot be studied under the given definition of
misclassification probabilities).

The misclassification approach was discussed
in Cochran (1968), who defined the misclassifi-
cation probabilities as dependent on the unit.
Bailar and Biemer (1984) showed that the mis-
classification probabilities can be formulated as
dependent on both the unit and the operator
(i.e., an interviewer, coder, supervisor, etc.).
This allows a correlated measurement error
component to be estimated using the misclassi-
fication probability approach.

2.2.  Survey models for systematic errors

Systematic errors are normally studied by com-
paring the survey data to preferred data. High-
er quality data are usually obtained from rein-
terviews or record checks. The method allows
an estimation of the bias term as it appears in,
e.g., the Census Bureau model (see formula
2.2). This term has been extensively studied
within the U.S. census evaluation programs.
In addition to the Census Bureau work on
survey models, bias models were developed for
specific survey situations. Kish and Lansing
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(1954) developed a model for the case where
not only the observed values but also preferred
values, obtained from a preferred data collec-
tion procedure, are available. These preferred
values were, however, not regarded as good as
the true values. This model was to estimate the
error in a study of the market value of houses, a
study that was part of the 1950 Survey of Con-
sumer Finances in the United States.

The well-known randomized response model
presented by Warner (1965) can be regarded as
a survey model since it takes into account dif-
ferent error sources. In Warner’s model, re-
sponse errors with known probabilities are in-
tentionally introduced to eliminate nonre-
sponse and erroneous answers to sensitive
questions. This technique makes it possible to
construct unbiased maximum likelihood esti-
mators of population means and totals.

The connection between survey models and
randomized response models is even more evi-
dent in the paper by Abul-Ela, Greenberg, and
Horwitz (1967), who extended the Warner
model to a trichotomous randomized response
model. Contrary to the Warner model, the re-
spondent is assumed to tell the truth with a
probability that is allowed to be less than 1 in
the Abul-Ela et al. model.

3. Use of the Early Survey Models

Several aspects of survey quality work have
been affected by the use of early survey mo-
dels. These models have been used in regular
surveys, in evaluation studies, and in develop-
ment work. In addition, the early survey mo-
dels provided a conceptual framework that has
completely permeated survey practice. The
simple and correlated components of the re-
sponse variance, the interviewer variance, and
the index of inconsistency have become well-
known and useful concepts, often theoretically
discussed in technical reports even in cases
where the models have not been explicitly ap-
plied.

In this section we will give concrete examples
of work on data quality, guided and inspired by
the early models presented above. The exam-
ples are confined to the models described in
Sections 2.1.1-2.1.2, which are the most fre-
quently used. It should be emphasized that the
list is by no means a comprehensive review of
the quality work guided and inspired by these
models.

For each of the two main approaches for
formulating survey models, the MSE decompo-
sition approach and the linear model approach,
we saw that different survey models may be
developed. However, the two approaches can
lead to very similar models which can be used
for decomposing the total error into similar
components, the same estimators of these com-
ponents are used and, consequently, also the
same data collection designs. The choice be-
tween different approaches is then probably
more dependent on the way the statistician is
used to structuring statistical problems than on
other considerations. There is a difference in
the use of the approaches. In the quality work
performed by governmental agencies, the mean
square error decomposition approach is by far
the most common. Probably, the large-scale
work with these models at the U.S. Bureau of
the Census and Statistics Canada has influ-
enced this decision. The linear models are more
frequently used in research work on interview-
er effects conducted in survey agencies outside
the national bureaus.

3.1. Models based on mean square error
decomposition

Not very surprisingly, the most extensive qual-
ity work based on survey models has been con-
ducted at the U.S. Bureau of the Census. The
bulk of the work has been done within two of
the Bureau’s major projects: the Decennial
Census of Population and Housing and the
Current Population Survey.
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A continuing program of research, evalua-
tion, and experimental studies has been con-
ducted as a part of the censuses and during the
intercensal periods. The results of the 1950 cen-
sus experiments led to important changes in
procedures adopted for the 1960 census. In one
of these experiments, a set of interviewer-as-
signment areas was designated. In these areas,
the interviewers’ assignments were randomly
allocated according to the design postulated in
the Hansen et al. (1951) model. This experi-
ment dealt with the variance between and with-
in interviewers. The intraclass correlation of
response errors within interviewers was also
estimated. In U.S. Bureau of the Census
(1985), these intraclass correlations are report-
ed for items such as race, age, educational
attainment, income, etc. Among the items hav-
ing the largest o’s were the not-reported-cate-
gories indicating the influence of enumerators
on item nonresponse rates.

For items that are typically difficult to meas-
ure (i.e., occupation, education, and income)
the correlation was often around .03 (see also
Hansen and Tepping, 1969, p. 11). This seems
small, but when the average size of an inter-
viewer’s assignment is about 700, the factor
[1+ o (m —1)] in (2.4) becomes larger than 20,
leading to a substantial contribution to the total
variance even for a moderate ok These and
similar findings showed that the variability in
the complete census results was as large as if
only a 25% sample had been taken (in the
absence of interviewer effects). This was true
even for areas with populations smaller than
5000 people. These findings along with studies
of the bias and experimental studies of self-
enumeration, etc., led to the following proce-
dural changes for the most difficult items to
measure in the 1960 census:

i. The data collection was based on a 25%
sample.

ii. A self-enumeration procedure was intro-
duced for this sample.
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The interviewers were, however, still engaged
in the data collection for the 1960 census. Inter-
viewers delivered the questionnaires to the
households and completed them for those
households that did not mail in a completed
form or whose questionnaires were inconsis-
tent. This led to an interviewer influence on the
variance in the 1960 census too. It was much
smaller than in the 1950 census, but, however,
still important for a number of items.

In the 1970 and 1980 censuses, changes were
made in the census-taking procedures in that
the questionnaires were delivered by mail to
most of the population (95 % in the 1980 cen-
sus). The enumerators still had an important
role in the follow-up procedures, and enumera-
tor variance studies were also made in the eval-
uation programs of these censuses.

Within all content evaluation programs of
the censuses from 1950 to 1980, large-scale
reenumeration studies were conducted to ob-
tain estimates of response variance and bias.
The reenumerations were conducted as reinter-
views or as a record match to the Current Pop-
ulation Survey.

The Census Bureau model was also applied
to the coding process, as described above in
formula (2.3). Jabine and Tepping (1973) pre-
sented estimates on the simple and correlated
coding variance components (presented as rel-
variances) for 1960 census data. These were
related to sampling and total response rel-
variances, as well as to response and coder bias
(the latter was based on 1970 census data).

In the Current Population Survey (CPS) a
continuing reinterview program has been con-
ducted since the early 1950s. These studies are
primarily designed to control the field proce-
dures, rather than measuring the simple re-
sponse variance according to the Census Bu-
reau model. Nevertheless, reinterview data are
continually used to derive the index of inconsis-
tency for various items. According to U.S. Bu-
reau of the Census (1978), this measure has an
important role in CPS quality work: “The index
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is used primarily to monitor the measurement
procedures over time. Substantial changes in
the indexes that persist for several months re-
sult in review of field procedures to determine
and remedy the cause.”

Experiments aiming at measuring the corre-
lated components of the response variance are
not conducted in the CPS. Tepping and Boland
(1972) report, however, from a study where
data from the Monthly Labor Survey, carried
out during six months in 1966 concurrently with
the CPS, provided estimates independent of
the regular CPS estimates for several items.
The two estimates could then be used for esti-
mating the correlated response variance com-
ponent. In this paper, Tepping and Boland pre-
sent estimates of the ratio of the correlated
response variance to the sum of the sampling
variance and the simple response variance, i.e.,
in terms of Section 2.1:

(m—1) 0 B3/(ch + 03).

The estimated ratios range between 0.5 and
1.0.

In Canada, the Fellegi model was applied in
an experimental pilot study preceeding the
1961 Canadian Census of Population. The re-
sults were similar to those found in the U.S.
census in that the correlated response variance,
derived as the mean of the correlated response
variances in the two surveys, was ‘“‘several times
as large as the simple response variance for all
except the basic population counts, such as the
number of males, sons, married persons, per-
sons of certain age, etc.” (Fellegi (1964). Fel-
legi concluded that, for most characteristics,
“considerable gains in the total response vari-
ance may be made by reducing the size of the
enumerators’ assignments”. Fellegi argued that
the Canadian Census should use a self-
enumeration procedure. To determine if such a
procedure would increase the simple response
variance, he compared the index of inconsisten-
cy for a self-enumeration survey with the index

of inconsistency for an interview survey. He
used items from the 1960 U.S. census (self-
enumeration) that corresponded to items in his
pilot study for the 1961 Canadian census (inter-
views). Fellegi found that the values of the
simple response variance were rather similar
despite the different procedures. As a result of
these findings, the 1971 Population Census of
Canada was substantially modified. Self-
enumeration was introduced along with a sam-
ple based collection of most census questions.
Later, Krotki and Hill (1978) compared the
Fellegi estimates of the correlated response
variance with the corresponding estimates from
the 1971 and the 1976 Canadian censuses. They
found that for almost all characteristics exam-
ined, the magnitude of the estimates were con-
siderably reduced.

In Spain, an evaluation program of the Gen-
eral Population Survey (which includes, e.g.,
labor force items) has been conducted since the
early 1970s. The program is based on 3000
reinterviews each quarter. The purposes of the
program are to control the work of the inter-
viewers and to evaluate the general quality of
the results. According to Sanchez-Crespo
(1973, 1981), the quality evaluation is based on
the U.S. Census Bureau model. In the 1981
paper, estimates of the total response variance,
the simple response variance, and the correlat-
ed response variance are presented for the vari-
able “unemployed” (the study design used for
estimating the correlated component is, how-
ever, not described). The correlated compo-
nent was found to give the largest contribution
to the total response variance.

In Belgium, a variance decomposition model
for surveys with reenumerations, developed by
Strecker and Wiegert, was applied in the 1979
Census of Agriculture. The application was
limited to one variable, viz., the number of
pigs. A study was conducted which provided
both replicated data on which estimates of the
simple response variance were based, and pre-
ferred data, on which bias estimates were
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based. The impact of the simple response vari-
ance component was considerable, as the fol-
lowing example (from Strecker, Wiegert, and
Kafka (1984)) shows. The mean square error
was defined as the sum of the simple response
variance, the sampling variance, and the
squared bias. The relative MSE for the esti-
mate of the mean number of pigs per holding
was estimated to 4.61 %. If the relative MSE
for this variable had been defined as the sum of
the sampling variance and the squared bias
only, it would have been 1.92%. Thus the
simple response variance more than doubled
the relative MSE.

At Statistics Sweden, the quinquennial Cen-
suses of Population have been evaluated during
the last decades. An evaluation based on a
survey model is conducted only for labor force
items, though. This is based on two sets of
data. One data set is created by a match be-
tween census labor force items and Labor
Force Survey (LFS) data collected during the
same time as the census is taken. The LFS data
set is then regarded as an independent replica-
tion of the census data. The other data set is
created by a reconciliation of the census-LFS
match and is regarded as preferred data.

Lyberg (1986) reports estimated error com-
ponents for the items “hours/week at work”
and “outside the labor force” for the 1980 cen-
sus data. In general, the simple response vari-
ance is small compared to the squared bias.
This fact together with the assumption that the
correlated response variance is small (because
the census data are collected by mail) has led to
the conclusion that bias is the major problem in
the Swedish population census. However, nei-
ther the impact of the editing personnel on the
estimates nor the impact of other items except
those mentioned above have been studied.

3.2. Linear survey models

In the above mentioned papers by Stock and
Hochstim (1951), Sukhatme and Seth (1952),
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and Kish (1962), examples of studies of inter-
viewer effects are described. In recent years
Kish’s simple model has been frequently used.
The parameter of study in these applications is
the intra-class (or intra-interviewer) correla-
tion, o*, defined by (2.7). The Kish approach is
relatively undemanding in terms of experimen-
tal design and permits comparisons between
studies involving different numbers of inter-
viewers and respondents. We shall review two
examples of such studies.

Collins (1980) reports three experiments on
interviewer variability conducted by the Social
and Community Planning Research (SCPR) in
the United Kingdom. The experiments took
place in Southampton, North Yorkshire, and
Milton Keynes. The questionnaires dealt with
the problems faced by the disabled, environ-
mental preferences, and different aspects on
living and working, respectively. The estimated
interviewer effects (o*) were generally larger in
the Southampton study than in the two other
studies. One possible explanation for this is the
topic of study. Some categories of question are
more prone to interviewer variability than
others. Examples of questions prone to inter-
viewer variability would be questions which the
interviewer is reluctant to ask and the answer is
often imputed from responses given elsewhere
in the interview. Such reluctance can be com-
mon in a study of disability and its conse-
quences. The results from the North Yorkshire
and the Milton Keynes experiments were re-
markably similar, despite the fact that the for-
mer dealt mainly with attitudinal items and the
latter mainly with factual items. This confirmed
results from comparisons reported by Kish
(1962), who could not find any systematic dif-
ferences in @*-values between attitudinal and
factual items.

At the Survey Research Center at the Insti-
tute for Social Research (ISR), University of
Michigan, U.S.A., the Kish model has been
frequently applied in measuring interviewer ef-
fects, first by Kish in studies of factory workers’
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job attitudes. In recent years, Groves and
others have applied the Kish model in various
telephone surveys. Groves and Magilavy (1986)
reviewed nine ISR telephone surveys and the
estimates of o* for 297 survey items. Other
interview surveys were also reviewed in which
similar models for interviewer effects were ap-
plied. The average values of o* were in eight of
the nine ISR surveys under .01, but varied
considerably between different statistics. The
lowest average of o*, .0018, was found in the
survey with the largest interviewer workload,
which, together with other observations, led
Groves and Magilavy to the interesting conclu-
sion that the (Kish) survey model underlying o*
might be further developed to reflect larger
interviewer variability in the initial cases com-
pleted by the interviewers.

Like Collins and Kish in their studies,
Groves and Magilavy did not find any evidence
that factual items as a class are subject to differ-
ent interviewer effects than are attitudinal
questions. Groves and Magilavy also discuss
two issues concerning interviewer effects which
have been largely overlooked in the literature,
namely, the stability of the estimates of o*, and
the causes of interviewer effects.

4. Discussion

In this paper we have reviewed several impor-
tant applications of early survey models. Some
of them, like the U.S. Census Bureau model
and the Kish model, have shown a broad appli-
cability. They have been used not only within
the agency for which they primarily were de-
signed, but also in other contexts with quite
different survey environments. Despite this,
there is reason to ask why survey models have
not been more extensively applied in survey
quality work. After all, outside the United
States, Canada, and perhaps some other coun-
tries, applications of survey models are rare.
Applications do appear in certain experiments
and surveys, but often as a result of a single

researcher’s interest in the field. These scat-
tered applications often concern a small num-
ber of variables only. There are different rea-
sons for this state of affairs.

i. The models do not cover all possible error
sources. The survey models we reviewed in
Section 2 mainly concern content errors
and sampling errors. They do not account
for, e.g., frame errors, coverage errors, and
noNresponse errors.

ii. The models are based on assumptions that
are seldom met in survey situations. For
instance, when estimating the simple re-
sponse variance, a common assumption is
that reinterview responses are independent
of the original answers and have the same
distribution. Bailar and Dalenius (1969)
showed that the simple response variance
component could be estimated even if the
reinterviews and the original interviews
were permitted to be dependent. This,
however, requires a second reinterview sur-
vey, which, for practical reasons, may be
difficult and certainly expensive to imple-
ment. Another example is that the early
models almost always presuppose a simple
sampling design, whereas, in practice, sur-
vey designs are usually much more com-
plex.

ili. The experimental designs necessary for
estimating the components in the early
models are expensive to implement. When
personal interviews are used, interpenetra-
tion of the interviewers’ workloads can be
very costly if the study area is large. This
problem can be diminished if the popula-
tion under study and the population of in-
terviewers are stratified and the model is
applied in each stratum, as suggested by
Sukhatme, or if the populations are
grouped as assumed in the Hansen et al.
(1951) model. However, even these designs
would be expensive for organizations such
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as Statistics Sweden where the interviewers
are spread over the country and work alone
in large areas. Another practical problem
associated with interpenetration of inter-
viewer assignments occurs in countries
where the sampling units are individuals
(and not housing units). Tracking respon-
dents then becomes an important part of
-the interviewers’ work. Since tracking re-
spondents requires good knowledge of the
local environment, interpenetrating could
lead to increased nonresponse problems. In
telephone interviews, the cost problems
with interpenetration can almost be ig-
nored, but the nonresponse problem can-
not. Also, the costs of conducting reinter-
views are considerable since large reinter-
view samples are needed for estimating the
simple response variance component with
an acceptable precision.
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