Journal of Official Statistics
Vol. 5. No. 1, 1989, pp. 3-21
© Statistics Sweden

Information Technology and Survey Research:
Where Do We Go From Here?

J. Merrill Shanks’

Abstract: This article reviews the areas in which
information technology has had an impact on
the cost, quality, or complexity of survey re-
search, and discusses alternative strategies for
integrating the computer-based activities which
take place in different stages of the survey re-
search process. Special attention is given to the
continuing revolution in survey data collection,
for it is the only area of applied computing that
is unique to the survey field and is central to the

1. Introduction

Forty years have passed since the U.S. Bureau
of the Census acquired the first UNIVAC to
process data based on structured question-
naires. Since that time, the list of activities
which depend on computers for the collection,
processing, or management of survey-related
information has grown steadily, to the point
where nearly all aspects of the survey process
are now at least partially dependent on comput-
er-related technology. This article begins with
an overview of survey activities where comput-
ers have already had an effect, with an emphasis
on the current revolution in computer-assisted
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eventual integration of data collection, analy-
sis, and management.
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data collection. Most of the article, however,

* concerns alternative strategies for future re-
~ search and development and the integration of

separate techniques for data collection, analy-
sis, and management.

Survey organizations must make increasingly
complex (and expensive) decisions if they are
to take advantage of continuing advances in
computing and information technology. Survey
projects that either develop or use computer-
based techniques have a tendency to concen-
trate on short-term improvements or immedi-
ate objectives. The purpose of this article, how-
ever, is to re-emphasize long-term objectives in
computer-assisted surveys and discuss alterna-
tive strategies for future development in that
field. In cooperation with other survey organi-
zations, the Computer-assisted Survey Methods



Program (CSM) at the University of California
is active in several aspects of the relationship
between ‘“‘computing” and “‘surveys.” As a
consequence, the observations which follow re-
present both a general commentary on our
field’s progress to date and specific recommen-
dations for a research and development agenda
that is shared by many other organizations.?

1.1. Computer-assisted surveys: Rationale and
impact

For several years, the author has been a fre-
quent visitor in other survey organizations, in
order to discuss computer-based systems for
various aspects of survey research. Most of
these visits have been initiated by organizations
that are interested in computer-assisted tele-
phone interviewing (CATI), but the resulting
discussions almost invariably cover a variety of
other computer-related activities. At first, it
seemed reasonable to assume that all partici-
pants in such discussions shared the same basic
objectives in adopting new computer-assisted
techniques. It quickly became clear, however,
that the motivations and expectations which
precede the adoption of a computer-based sys-
tem can vary substantially within the survey
organization. Our field is no different from
many others in this respect, for potential users

2The opinions expressed in this article are entirely the
author’s, but they are based on cooperative projects
with specialists in survey research from several insti-
tutions. In particular, the CSM Program has been
working with the National Agricultural Statistical
Service (NASS) since 1981 to develop, test, and uti-
lize general-purpose systems for the collection and
processing of survey data. The CSM software used in
that project has been developed in an unusually col-
laborative fashion, involving staff members from the
University of California, NASS, the Bureau of Labor
Statistics (BLS), and several dozen other organiza-
tions that participate in the Association for Comput-
er-assisted Surveys. The author is indebted to several
colleagues for their ideas and criticism, but the views
expressed in this article are not necessarily shared by
other individuals in any of the organizations in-
volved.
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may be attracted to any computer-based system
for one or more of the following (partially con-
tradictory) reasons:

o the output from the process may be better, in
that the resulting information will be more
accurate or of higher quality;

o the entire process may be less expensive,
even though computing equipment represents
a cost that had not previously been involved;

o the entire process may be faster — whether or
not it is less expensive, for time and money
represent two different kinds of ‘“‘resources;”
or

e the process may be more powerful, for the
task or the design may be so complex that it
could not be done accurately without a com-
puter-based system.

These kinds of expectations represent the in-
tended consequences for survey researchers
who consider the adoption of new computer-
based techniques. Such adoptions, however,
often lead to other (unintended) consequences,
for significant changes can take place in the

* division of labor and structure of an organiza-

tion after new technology is introduced.

To be sure, relatively few survey organiza-
tions adopt computer-based systems in order to
change their bureaucratic structure or division
of labor. As in other fields, however, new tech-
nology is often introduced for reasons that are
partially in conflict, and groups with different
objectives may compete for control of the new
procedures. Frequently, one group or fraction
seeks faster results or lower costs, while an-
other emphasizes the possibility of greater
quality or complexity — either of which may
require additional funding or time.

In addition to conflicts between objectives,
organizations that adopt computer-based sys-
tems frequently experience shifts in their inter-
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nal structure to fit the procedures that are de-
fined by the new technology. Such changes
were first evident during the 1960s and 1970s

when survey researchers began to write their-

own statistical programs instead of relying on
their centralized data processing staff. In the
current period, the impact of technology on
survey organizations has been particularly visi-
ble in the trend toward computer-assisted data
collection.

Each organization is somewhat different in
this respect, for survey projects vary enormous-
ly in their complexity and division of labor.
Despite such differences, however, computer-
based systems for data collection usually lead to
some form of organizational change, for they
combine survey activities that were previously
carried out in separate offices or groups —i.e.,
in sub-organizations that specialize in instru-
ment design, sampling, field, coding, or data
processing. As additional survey activities are
converted to rely on the same system or data-
base, technical integration is required at the
study or project level that simply did not exist
before the shift to computer-assisted data col-
lection. As emphasized below, this trend to-
ward technical integration is likely to acceler-
ate, as survey organizations improve linkages
between separate systems for data collection,
management, and analysis. Each step toward
integration may suggest further changes in divi-
sion of labor, as well as making some progress
toward the objectives listed above — i.e., mak-
ing surveys better, cheaper, faster, or more
powerful.

The following section reviews the variety of
information processing activities where com-
puters have been used in survey research, with
an emphasis on the changes that are still taking
place in data collection — i.e., in the produc-
tion, recording, and editing of survey informa-
tion. The rest of the article then discusses alter-
native strategies for future development, with
an emphasis on data management and the tech-
nical integration of the entire survey process.

2. Computer Applications and Survey
Procedures

Many researchers can recall when survey data
were stored on punched cards and processed by
electromechanical devices instead of comput-
ers. It therefore seems natural to begin by iden-
tifying the range of traditional survey activities
that involve some kind of “information pro-
cessing” and the way in which computers were
introduced in each of those areas. What follows
is an oversimplification in some respects, but it
suggests the variety of survey-related activities
that may be affected by computing technology.
(See Sonquist (1977) for a comprehensive re-
view of computer applications in survey re-
search.)

As shown in Fig. 1, most traditional survey
activities have long been at least partially con-
verted to computer-based procedures. The first
area in which computers were widely used was
the statistical summarization (or analysis) of
coded data that had already been transferred
from interview protocols to punched cards —
which appears in Fig.1 as the penultimate activ-
ity in the traditional sequence from design
through collection to post-survey data manage-
ment. The first statistical programs were de-
signed for a single type of computation (e.g.,
“means,” ‘“‘cross tabulation,” or ‘“correla-
tions”), but software in this area quickly
evolved into comprehensive packages, some of
which now reflect over two decades of continu-
ous development.

It is difficult to exaggerate the extent to
which computers have improved the process of
analyzing survey data. We now routinely ex-
pect results to be produced and displayed in a
few seconds that once required an entire staff
of technicians at desk calculators or unit record
equipment. Survey researchers sometimes com-
plain that our analytic strategies have not kept
pace with improvements in the speed of compu-
tation. There can be no doubt, however, that
survey analyses are now routinely completed



that are far more accurate, cheaper, faster, and
more complex than was possible before the
introduction of digital computers. Specific ca-
pabilities in this area will not be discussed in
this article for the systems involved are fre-
quently reviewed in statistical or computer-
related publications. For example, the Statisti-
cal Software Newsletter, published in connec-
tion with the International Statistical Institute,
is entirely devoted to reviews and critiques of
statistical software. For more comprehensive
reviews, see Francis (1981) and Raskins (1989).

The traditional division of labor in survey
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organizations involves separate staffs for sam-
pling, field, coding, data processing, and analy-
sis. Because of these structures, computer ap-
plications for the other activities described in
Fig. 1 were usually developed independently of
statistical software, and were often based on
different computers and data processing con-
ventions. The piecemeal or uncoordinated na-
ture of these initial computer applications can
also be partially attributed to the sequence in
which new computing capabilities became
available. As shown in Fig. 2, survey research-
ers have worked with a series of “new” infor-

Fig. 1. Information-processing Activities in Traditional® Survey Research

Original Activity

Preparation of Interview Schedules and Specifi-
cations

Sample Selection and Administration
Interviewer Supervision and Management
Content Analysis for Text or Verbatim Re-
sponses

Data Preparation: Checking and Documenting

the Resulting Data

Survey Analysis: Producing Tables and Charts

Post-Survey Data Management: Storage and
Retrieval

3For this discussion, the term “traditional” is intended to suggest personal (or face to face) interviews in which
questions are read from a structured questionnaire and answers are recorded on the same printed form. Survey
data are of course also collected without computers through telephone interviews and self-administered question-
naires. The above list is designed to suggest the range of “information processing” activities that were originally

Initial Computer Utilization

Text Processing and Document Preparation,
for both Questionnaires
Instructions

and Interviewer

Data Management, for Sample Selection and
Preparation of Pre-interview Data

Keeping Track of Field Outcomes and Meas-
urement of Interviewer Performance

Conversion of Coded Data to Machine-Read-
able Form (Keypunching or Direct Data Entry)

Detection and Correction of Inconsistencies
and Preparation of Machine Readable Code-
books

Statistical Computation, including Graphic Dis-
plays as well as Descriptive and Inferential
Statistics

Generation of Composite Data Files, and the
Development of Data Archives

carried out without computers, as well as the ways in which computers were first used for those activities.
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mation processing technologies, most of which
simply converted a narrow set of activities to
computer-based processing without affecting
other areas or stages in the survey process. For
example, programs for data management and
statistical analysis were well established before
packages became widely available for text pro-
cessing or document preparation. For this rea-
son, procedures for handling survey-related
text — e.g, questionnaires, instructions, or re-
ports — were typically developed on computers
and by individuals who worked independently
of those with responsibility for collecting or
processing the resulting data. Similarly, proce-
dures for documenting and archiving survey
data were not effectively linked to major sys-
tems for statistical analysis, so that most survey
analysts still cannot easily generate printed re-
sults that include the full text of the questions
or procedures that were used to collect the
data.

The data management tools required for
large scale survey operations were also devel-
oped independently of statistical software. As a
result, the character-oriented formats used for
the collection and storage of survey data often
conflicted with the requirements for numeric

representation imposed by early statistical
packages. Subsequent developments in both
areas have converged in many respects, includ-
ing compatible data formats as well as overlap-
ping capabilities. Thus, several statistical pack-
ages can now handle more complex structures,
and “database” systems have acquired some
statistical capabilities. As discussed below,
however, essential differences persist between
modern systems for data base management and
statistical analysis — and both differ significantly
from software developed for questionnaire-
based data collection and archiving — so that
new strategies will be needed for linking or
combining these separate technologies.

The most important changes now taking
place in computer-assisted surveys stem from
the revolution still taking place in data collec-
tion. During the 1970s, experimental programs
were introduced which displayed questions and
accepted responses at terminals operated by
telephone interviewers. As described below,
systems for Computer-assisted Telephone In-
terviewing (or CATI) quickly grew to handle
several other types of “information’ associated
with telephone surveys, and the resulting sys-
tems have been generalized to the point where

Fig. 2. Information Technologies Used in Survey Research (in Approximate Chronological Sequence)

Initial Technology

Unit Record Equipment: Devices for Process-
ing Data on Punched Cards

Statistical Programs: Faster Computation Than
Unit Record Equipment

Data Management: Utilities for Updating and
Manipulating Files

Text Processing: Using Computers to Process

Text as Well as Numbers

Data Capture: Separate Systems for Telephone
Interviewing and Data Entry

Extensions and/or Generalizations

Replacement of Punched Cards by Magnetic
Tape and Disk Storage

Comprehensive Statistical
BMDP, OSIRIS, SPSS, SAS)

Packages (e.g.,

General Purpose Systems for Relational Data-
base Management

Utilization of the Same Text in Questionnaires,
Codebooks, and Reports

General Systems for Data Collection Based on
Structured Questionnaires



they can be used for other types of question-
naire-based data collection — and in a variety of
computing environments. For an earlier collec-
tion of essays on computer-assisted data collec-
tion, see Freeman and Shanks (1983). See
Nicholls and Groves (1986 a and b) for a more
recent review of computer-assisted telephone
interviewing, and see Shanks and Tortora
(1985) for a discussion of the specific approach
to CATI and its generalization being followed
by members of the Association for Computer-
Assisted Surveys.

2.1. Stages in the development of computer-
assisted surveys

The resulting systems for data collection have
also reached a stage in which survey research-
ers are considering the possibility — and the
potential advantages — of integrating all of the
information processing activities involved in
the survey research process. For example, a
computer-assisted telephone survey may rely
on the same computing environment for docu-
ment preparation (to create the interview
schedule and interviewer instructions), data
management (to handle survey information
that is collected outside the interview context),
and statistical computation (to describe prog-
ress or problems in sample completion) — as
well as production interviewing.

The range of activities carried out in the
same computing environment has encouraged
speculation about a unified — or comprehensive
— approach to the entire survey process, in
which unnecessary duplication of effort might
be eliminated without sacrificing any existing
capabilities for data management, collection,
or analysis. The ultimate objective for integra-
tion of this sort is a reformulation of the entire
survey process, in which researchers will be
able to concentrate on the content and quality
of the resulting information — rather than on
complications arising from the information pro-
cessing environment.
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Survey researchers have only recently started
to work on this kind of technical integration.
As in other fields, computer-based develop-
ment projects in survey research can be as-
signed to one of three distinct stages, depend-
ing on whether they concentrate on:

o the development of initial programs for a spe-
cific applications and computing environ-
ment;

o the generalization of systems to related activi-
ties and alternative computing environments;
or

o the integration of multiple systems for differ-
ent activities, including linkages between sys-
tems based on different approaches.

At the present, however, most developmental
projects in computer-assisted surveys can be
classified in the first or second of these catego-
ries, for much remains to be done to improve
and generalize systems for data collection, ana-
lysis, and management.

The following paragraphs concentrate on the
improvement — and generalization — of systems
for data collection, because those systems re-
present the only computer application that is
unique (or indigenous) to survey research — and
because data collection procedures will have a
pervasive influence on the technical integration
of the entire survey process.

2.2. Computer-assisted data collection

As suggested above, computer programs that
were originally developed for telephone inter-
viewing (CATTI) have evolved into systems that
handle many telephone survey activities in ad-
dition to administering the questionnaire. Be-
cause of that evolution, the same systems are
also being generalized to handle a variety of
other forms of data collection. The reasons for
that generalization, and for the growing accep-
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tance of CATI-type technology, can be seen in  system. Figure 3 is similar to several published
the comprehensive nature of the activities in-  lists of CATI-related activities. See Shanks and
volved. Figure 3 reviews the ways in which  Tortora (1985) for an earlier summary of this
telephone surveys may be affected by a CATI  sort as well as references to other discussions.

Fig. 3. Telephone Survey Activities Affected by CATI

Preparation of the Interviewer’s Instrument — drafting complete specifications for question content,
question sequence or branching, and interviewer instructions, and entering those specifications into
the computer;

Translation and Checking of the Interviewer’s Instrument — transforming the computer-based instru-
ment into a format which maximizes efficiency in interviewing, and checking all specifications for
syntax errors,

Creation of Sample File(s) and Scheduling Instructions — creating a computer-based data set which
contains a record for each case with telephone numbers and/or other identifying information, data
from previous interviews, random numbers to control assignment to alternative question sequences,
and information to be used in scheduling calls;

Study Management — producing periodic reports on study progress, interviewer performance, and
sample completion, as well as assignment of calls to specific interviewers;

Production Interviewing — includes repeated dialing using assigned search patterns to establish contact
with eligible respondents and the routing of problematic cases to supervisors for special handling, as
well as actual interviewing;

Interviewer Supervision — resolving cases where interview attempts have been unsuccessful (through
reassignment to language or refusal specialists, or to a final non-interview status), monitoring
interviewer performance, and assisting interviewers on request;

Specification of Coding and Cleaning Procedures — preparing instructions to editors (or coders) and to
the computer to control any checking, cleaning, or supplementary data entry which should take place
after each interview is complete;

Conversion and Checking of Coder’s Instrument — a process which may resemble translation of the
interviewer’s instrument (above) if the instructions for cleaning (or coding) are stored in the same
format;

Production Coding and Cleaning — assigning coded values to unstructured text associated with open-
ended questions or “‘other specify”” responses, and resolving any inconsistencies between recorded
responses and the logic of the (coding and cleaning) instrument;

Certification and Output for Completed Cases — final checking for errors in the data and transferring
satisfactory cases to an output file for analysis;

Data Analysis and Documentation — using the information in the interview (or coding) instrument to
produce explanatory text for statistical reports and final survey documentation.
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Since the first CATI systems were intro-
duced, lists of this sort have suggested that the
new technology might incorporate (and thereby
integrate) activities that were traditionally han-
dled by separate groups or staffs. In particular,
the computer-based ‘““instrument” that controls
a given CATI application may include instruc-
tions for activities that were traditionally car-
ried out separately by specialists in: question-
naire design, sampling, interviewing, coding,
supervision, data preparation, analysis, and ar-
chiving. By incorporating instructions for sev-
eral of these (previously separate) activities
into a single computer-based instrument, CATI
projects can make several information process-
ing activities do double or triple duty. The
following examples illustrate this (now famil-
iar) potential for consolidating previously dis-
tinct activities:

o the same computer-based files may be used to
define the sample, control the sequence in
which cases are assigned to interviewers, and
provide documentation concerning the prog-
ress or history of data collection for each
case;

o the test and logic of the interviewers’ instru-
ment may be converted into a parallel instru-
ment for controlling all post-interview data
entry and definition, as well as documenting
the final dataset;

o answers or response patterns that are defined
as illegal need not be corrected after initial
data collection, for such errors are detected
(and resolved) during the interview;

e the same instrument may be used to ensure
that all appropriate questions are answered,
even if the interviewer (or coder) has deviat-
ed from the prescribed question order by
skipping ahead, moving backward, or chang-
ing an answer;

e no separate process is needed to convert in-
terview responses to machine-readable form,
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since all data (including precoded responses
and verbatim text) are ‘“‘captured” during the
interview through direct keyboard entry.

The potential advantages of this kind of
consolidation are responsible for the rapid
growth and dissemination of CATI systems.
Continuing growth in both capabilities and
usage has also led to the generalization of
such systems, both to multiple computing en-
vironments and to other forms of data collec-
tion. In addition to this process of generaliza-
tion, however, CATI systems are still being
changed frequently, for much remains to be
done before telephone surveys make efficient
use of current technology for all the activities
mentioned above.

For example, the CSM program is current-
ly concentrating on several CATI-related en-
hancements to the Computer Assisted Survey
Execution System (or CASES), including:
computation and storage for multiple types of
variables (including floating point), addition-
al kinds of screens and forms-type processing,
automatic scheduling of telephone interviews,
transfer of cases between computers (for dis-
tributed data collection), more efficient data
storage, and “help” facilities to make it easier
to use all of the programs involved. These
new capabilities are sometimes released indi-
vidually, to meet the needs of specific pro-
jects or users, but they are usually combined
into major versions or releases. As of this
writing, CASES users are testing Version
3.3E, and plans exist for three more (major)
versions before all of the currently scheduled
enhancements are completed. Informal re-
ports suggest that other data collection sys-
tems (besides CASES) are going through a
similar process of revision or enhancement,
so that many survey organizations experience
frequent changes in their computer-assisted
data collection procedures.
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2.3. Generalization to alternative types of
data collection

The above kinds of changes represent impor-
tant enhancements for many CATI users, but
they have had to compete for developmental
resources with a quite different set of objectives
based on the general nature of the activities
involved. The breadth or diversity of any sys-
tem’s user community is an important determi-
nant of the resources it can devote to develop-
ment and maintenance. For that reason, and at
the request of specific users, several CATI sys-
tems have been revised so that the same pro-
gram can be used in an wider variety of con-
texts.

The first of these types of generalization (and
revision) stems from the understandable desire
of many survey organizations to use the same
kind of procedures for projects which use dif-
ferent types (or modes) of data collection, and
for single projects that must use more than one
of those modes, including:

o Computer-assisted  Personal
(CAPI),

Interviewing

e Self-Administered Questionnaires
for Respondent-Entered Data, and

(SAQ),

¢ Direct Data Entry (DDE), for Paper-and-
Pencil Forms, as well as

o Computer-assisted Telephone Interviewing
(CATI).

Two of these extensions (CAPI and SAQ) are
currently limited because of their requirement
that respondents (or subjects) be brought into
direct contact with a computer.* With the con-
tinuing improvement in portable computers
and communications, however, self-adminis-
tered options may become much more impor-
tant for several types of research. For example,
computer-based questionnaires are already be-
ing administered on the telephone without an
interviewer. In this approach, questions are

presented through voice reproduction to re-
spondents who call a designated number on a
touch-tone phone. The respondent then an-
swers the (voice reproduction-based) questions
by entering numeric codes on the phone. This
technique is called touch-tone data entry (or
TDE) by researchers at the Bureau of Labor
Statistics, where it is being used as an alterna-
tive form of data capture (to be combined with
telephone interviews conducted in CASES) for
the Current Employment Survey. (See Work-
ing, Tupek, and Clayton (1988).) Also, voice-
and graphics-oriented options will soon be
available for applications in which the respon-
dent (or subject) can interact directly with a
computer, instead of over the telephone. By
simply “calling” other programs or devices,
structured questionnaires may soon take on a
very different character, as the concepts of
“question” and “response” expand to include
both images and sounds.

2.4.  Generalization for distributed data collec-
tion

Most CATI systems were originally developed
for a single (multi-user) computer, in which
interviewers sat in front of terminals connected
to the computer by direct lines or telephone.

“The generalization of CATI to Computer-assisted
Personal Interviews (or CAPI) is still a moderately
recent development, and several approaches are be-
ing explored to integrate the (computer-assisted)
questionnaries in projects which call for both CATI
and CAPI. Organizations working with CASES are
developing similarly structured (but separate) instru-
ments for each data collection method, based on the
assumption that differences between modes (in
instructions or logic) cannot be handled in a fixed or
system-prescribed fashion. In contrast, the BLAISE
system being developed by the Central Bureau of
Statistics in the Netherlands can be used to produce a
single instrument that is processed in a different way
for CATI, CAPI, or direct data entry (DDE) based
on paper forms. See Denteneer, Bethlehem, Hunde-
pool, and Keller (1987).
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For some time, the only exception to this rule
was the Wisconsin system for micro computers,
but PC-oriented survey organizations can now
choose between many systems or approaches.’
Increasingly, however, many survey projects
require that data collection facilities be “dis-
tributed” across several computers, in one or
more of the following ways:

o personal (or single user) computers are used
for interviewing, but all of the data is main-
tained by a single file server over a local area
network;

¢ a multi-user system serves as a satellite to a
master (or host) computer (i.e., hierarchical
relationships may exist between multi-user
computers within a single facility); or

o computing facilities that are geographically
(and organizationally) separate must be cen-
trally coordinated for a specific project.

Within the CSM user community, each of these
approaches to distributed data collection is al-
ready in use. The computer programs involved,
however, need substantial changes to more ef-
fectively carry out (and check) the inter-system
communications involved. The general prob-
lems of maintaining study-level integrity during

5See Palit and Sharp (1983) for a statement of objec-
tives for the Wisconsin system. Other data collection
systems for the PC environment include those pro-
duced by Sawtooth, Inc. and Computers for Market-
ing, Inc., as well as CASES and BLAISE.

¢For example, CASES programs have been convert-
ed for use in VMS (for VAX systems produced by the
Digital Equipment Corporation) and a variety of
UNIX systems in addition to personal computers that
use PC- or MS-DOS. Work has also begun on an
MVS version for IBM-compatible mainframe sys-
tems, and a version is planned for MacIntosh (Apple)
computers.

7 See Statistics Sweden (1989) for a description of
their approach to distributed data collection which
involves personal computers in interviewers’ homes.
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. data transfer between computers can be par-

ticularly severe when the two (linked) systems
have different hardware and operating systems.
An early requirement, therefore, for some ap-
plications has been that the programs involved
function the same in several computing envi-
ronments.®

The most important developmental tasks, how-
ever, have only begun, for data collection sys-
tems need more sophisticated protocols for
transferring information from study-level data-
bases between computers — regardless of the
hardware and operating systems involved.’

3. Data Management and Survey Integration

Since the mid 1970s, survey organizations have
concentrated most of their resources for com-
puter-related development on general-purpose
systems for collecting data based on structured
questionnaires. The resulting programs are no
longer new or experimental, for they are rou-
tinely used for “production” data collection in
projects based on self-administered question-
naires as well as telephone and personal inter-
viewing. As indicated in the previous section,
however, much remains to be done in improv-
ing and generalizing those systems before they
satisfy all of the objectives which have been
identified by their user communities.

While those systems are still being improved,
survey organizations have also become interest-
ed in the capabilities for handling large and
complex data structures offered by systems that
were developed for management — rather than
the collection or analysis — of survey-type infor-
mation. Survey activities which may call for a
separate data management system include:

e questionnaires with more complex relation-
ships than simple hierarchies (including
“many-to-many”’ relationships like those bet-
ween multiple patients and doctors);
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o interlocking surveys or “studies” in which
more than one questionnaire may be adminis-
tered in one interview with the same respon-
dent;

o the management or allocation of data collec-
tion resources between multiple (simulta-
neous) surveys, and the measurement of staff
performance across survey projects;

o the creation of large or complex datasets by
combining information from multiple (survey
and non-survey) sources; and

o the creation and maintenance of data ar-
chives, or comprehensive collections of data-
sets and documentation for a large number of
surveys in a general area.

For these and other reasons, survey researchers
are now exploring the potential benefits of “da-
tabase” technology in managing complex data
structures and integrating information from
multiple sources — while continuing to rely on
existing systems for data collection, analysis,
and documentation.

3.1. Distinguishing data management from
data collection and analysis

The number of different sources of survey-re-
lated “information,” and the relationships be-
tween those sources, present a classic illustra-
tion of the circumstances in which an organiza-
tion may benefit from using a relational data-
base management system (or RDBMS). For
example, a survey organization may already be
maintaining separate computer-based files con-
taining information about the following kinds
of “entities” in addition to the data being col-
lected or analyzed:

e past instruments (including both question
wording and interviewer instructions);

o staff members (including employment histo-
ry, hourly costs, and previous performance,

as well as hours spent on each current pro-
ject);

e sample elements (including information
about unused cases as well as those assigned
to current studies);

o multiple projects (including administrative in-
formation such as planned expenses vs. actual
costs, as well as personnel plans and time
schedules); and

e completed datasets (including documentation
concerning data type and location of vari-
ables, time period, access permissions, and
relevant publications).

A single data base application could include
files for each of the above types of entities, so
that users in one area (or project) would have
access to information that was originally col-
lected for other purposes. In applications of
this sort, the data management system must
support all of the linkages or relationships in-
volved (e.g., between such entities as projects,
instruments, staff members, sample elements,
datasets, and variables), and it must permit
users to define their own reports for retrieving
and displaying information. The central con-
cept in relational data base technology is the
decomposition of any application into a series
of simple or rectangular datasets (one for each
type of entity), each of which is linked to other
datasets through relationships between the en-
tities involved, such as membership in the same
family or data collection project.®

While survey researchers explore a variety of
RDBMS applications, basic systems will con-
tinue to improve for data collection and analy-

#See Codd (1970) for an influential summary of de-
sign principles for relational database management
systems. See Baker (1987) for a lucid account of the
ways in which these concepts can be used to improve
the management of traditional survey operations
(based on household samples and face to face inter-
views).
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sis, as well as database management. Most of
the gains in survey-related computing will
therefore continue to be extensions of single-
purpose systems, i.e., as additional features in
packages that were originally designed for data
collection, analysis, or management — rather
than entirely new systems which carry out all
three kinds of activities.

To some extent, the boundaries between sys-
tems for data collection, management and ana-
lysis are becoming less distinct, for the major
packages in each area have acquired capabili-
ties in other areas without sacrificing the integ-
rity of their original applications. Thus, statisti-
cal (or analysis) systems have acquired options
for data entry and handling non-rectangular
stuctures, and database management systems
can be used for data entry and statistical calcu-
lations as well as displaying characteristics of
individual cases. Similarly, as discussed above,
systems for computer-assisted telephone inter-
viewing (CATI) have been adapted for other
(non-telephone) forms of data collection, and
may include capabilities for statistical analysis
and data management. This expansion of exist-
ing systems across the three basic “stages” (col-
lection, management, and analysis) will contin-
ue for some time, but it is unlikely to produce a
satisfactory computer-based integration of the
entire survey research process. Experience to
date suggests that the combined set of informa-
tion-processing activities in projects based on
structured questionnaires is extremely diverse.
No single system (for data collection, analysis,
or management) will soon reach the point
where it provides all of the capabilities re-
quired.

As suggested in the introduction to this es-
say, each stage in the survey process is charac-
terized by its own information processing re-
quirements and complexities, many of which
have been ‘“‘handled” by simply ignoring infor-
mation that is essential at other stages. For
example, data collection procedures rest on
complex instructions concerning the sequence
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in which steps are to be taken (or repeated) as
well as voluminous instructions to staff mem-
bers involved in the data collection process.
Current practices in the management and docu-
mentation of survey data incorporate only a
portion of those instructions, and almost all of
that detail is discarded when creating analysis
files for most statistical packages. Similarly,
data management systems emphasize the rela-
tionships between entities and fields in differ-
ent files, but such systems are usually intensive
to the sequence in which data values should be
entered or (re-)calculated — and they retain
very little of the information about data content
or the collection process that is typically includ-
ed in survey data documentation (or code-
books).

In effect, each type of system has concentrat-
ed on a distinctive type or aspect of survey data
processing, while disregarding information and
logic which may be crucial at other stages of the
research process. These differences, or simplifi-
cations, have made it easier to develop our
existing systems for data collection, analysis,
and management. The resulting differences,
however, can make the databases produced by
these separate technologies very difficult to in-
tegrate or combine.

3.2. Barriers to integration: Differences be-
tween stages and systems

Within any survey organization, one of the
most frequent kinds of computer-related irrita-
tion arises from the utilization of several differ-
ent systems for data collection, analysis, or
management. As specific systems are general-
ized to the point where they can be used in
different operating systems (and computing
hardware), some difficulties in transferring
data between systems may disappear — for the
same computing environment can be used for
different activities or stages. Barriers to data
transfer or integration, however, can still arise
when all activities (i.e., data collection, analy-
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sis, and management) rely on the same comput-
ing environment, because of dissimilarities be-
tween the data structures used by packages that
were originally developed for different pur-
poses. In particular, systems for data collec-
tion, management, and analysis rest on quite
different strategies for representing the instruc-
tions used to collect survey information and the
content (or structure) of the resulting data.

This problem is compounded by the exist-
ence of alternative systems within each of the
major stages in the survey research process.
Survey organizations now rely on a substantial
number of alternative systems for data collec-
tion and analysis, and several relational data-
base management systems are now being evalu-
ated for handling large or complex data struc-
tures. Any comprehensive list of systems now
in use in the United States would include more
than a dozen packages for CATI-type oper-
ations and many more than that for statistical
analysis. In the foreseeable future, it is unlikely
that any single system (for collection, analysis,
or management) will grow to the point where it
includes all of the capabilities needed in the
other two areas, and multiple alternatives are
certain to exist within each area for many years
to come. Given that prospect, the inherent
problems of integrating survey activities be-
tween the three major stages of the research
process are compounded by the sheer number
of system-to-system linkages involved.

To be sure, a single survey project may use
only one system for data collection, one for
statistical analysis, and a third for database
management, so that it might need only two or
three (bilateral) conversions of data from one
system to another. Many organizations, howev-
er, use more than one package in some areas,
and each system-to-system linkage (or conver-
sion) can involve a substantial investment in
software development. As a consequence, the
developmental effort required for a single or-
ganization to transfer information between sys-
tems may be quite large ~ and must be repeated

in organizations that use other combinations of
packages — unless a more general solution to
the problem can be found.

3.3.  Alternative strategies for technical integra-
tion

Attempts to transfer computer-based survey in-
formation between systems encounter a variety
of difficulties, based on differences in data
structure between alternative systems in the
same general category (or stage) as well as
general differences between stages in the type
of survey information involved. Most such
problems can of course be “solved” through
additional programming, but such projects can
be very time-consuming and expensive. For this
reason, researchers in several organizations
have expressed interest in a general-purpose
approach, so that solutions developed in one
context can be used by other projects or organi-
zations.

The barriers to linking or combining computer-
based information maintained by different sys-
tems (for data collection, analysis, and manage-
ment) represent what might be called the “last
frontier” in developing a comprehensive com-
puter-based environment for survey research.
During the next several years, research and
development projects will explore a variety of
approaches to coordinating or integrating infor-
mation-processing activities across the major
stages of the survey research process. All such
efforts can be associated with one of three basic
strategies, with fairly obvious differences in
costs and risks:

o Select a single system for each major phase
and build linkages or translation programs to
move information from each specific system
(and stage) to the others (a one-to-one strate-
gy for integration);

o Develop a single comprehensive system for all
stages of the research process (a goal whose
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scope has sometimes been described as analo-
gous to an ‘““airlines reservation system” for
survey research);

e Develop general-purpose or system-neutral
procedures for data description, so that users
could move data from one system to any
other system that uses the same external
structure for data description (a many-to-
many strategy for integration).

The high cost of the first of these strategies has
already been discussed above. Until some other
plan is successful, however, bilateral (one-to-
one) linkages will continue to be the only solu-
tion.

At this point, it seems highly unlikely that
any project or group will be successful in pursu-
ing the second strategy, i.e., developing a
single system which offers all of the services
required for the collection, analysis, and man-
agement of survey-related information. Cur-
rent systems in each area are based on internal
structures that will be very difficult (or time-
consuming) to reproduce within a system that
also covers the other stages. Despite those ob-
stacles, a comprehensive system for all survey-
related activities represents an important long-
term challenge, so that some researchers
should seek the (substantial) resources that will
be required to design such a package. If and
when such a design is completed, it should be
carefully evaluated before any actual develop-
ment takes place, for the costs associated with a
false start could be extremely large. In the
meantime, however, it seems safe to assume
that no comprehensive system will soon emerge
which covers all three aspects or stages of the
survey research process.

3.4. Cross-system integration through data
description

That assumption, coupled with the recurrent
need for transferring data between alternative
systems for data collection, management, and
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analysis, suggests that our field might benefit
from a common (or neutral) standard for stor-
ing and documenting the data produced by sur-
vey procedures. In such an approach, all coop-
erating systems for collection, management, or
analysis would accept input data (and docu-
mentation) that have been stored in a common
(or standard) format and could produce output
data (and documentation) in that same format.
Each such system would then only need to
convert data to and from that common (neu-
tral) format, rather than developing a different
conversion program for each other system. The
survey field has not agreed on a format stand-
ard for “system-neutral” data description, but
discussions take place from time to time con-
cerning potential alternatives.

As a first step in this direction, the CSM
Program is developing a Data Description Lan-
guage (DDL) which could become a common
format for transmitting survey data and docu-
mentation between the several types of systéms
discussed above. Aspects of the intended lan-
guage are already used to describe input and
output data for CSM programs for Conversa-
tional Survey Analysis (CSA),” and procedures
are now being completed to automatically con-
vert data and Q instruments from a CASES
project to the same (DDL) format, and to
automatically generate setups from DDL for
other statistical packages, (e.g., SPSS and
SAS). This approach to data conversion be-
tween systems is summarized in Fig. 4.

The current DDL includes only those data ele-
ments required for CSA, but a comprehensive
language of this sort should include documenta-
tion for survey-based information produced by
all of the activities described at the beginning of
this essay. Several survey organizations (includ-
ing NASS) are considering a “database ap-

9The objectives and current status of Conversational
Survey Analysis are beyond the scope of this paper.
For a brief discussion of CSA’s design and capabili-
ties, see the CSA User’s Guide (CSM Staff, 1989).
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Q Language Instruments
(from Data Collection)

CSA Datasets

DDL Files —3 System-Neutral Codebooks

OSIRIS Codebooks
(for ICPSR Datasets)

N

Input for Other Statistical Systems

Relational Data Base Management Systems

Fig 4. A ““Neutral” Format for Transferring Data Between Systems Sources and Uses for DDL Files

proach” to managing all of their surveys, but it
will be some time before specifications are
completed for all of the data elements and
structures for a demonstration project of that
sort. See Tortora, Vogel, and Shanks (1985).

3.5. Alternative approaches to integration:
Combining data collection and management

The above approach - based on a standard
format for data description — represents only
one of several strategies for overcoming the
incompatibilities between alternative systems
for data collection, analysis, and management.
As suggested above, at least one group of spe-
cialists (in surveys and computing) should begin
the process of designing a single (or compre-
hensive) system which provides all of the ser-
vices required. A variant on that approach is

now receiving increasing attention within orga-
nizations that must manage large and complex
collections of survey data. In that approach, a
relational database management system pro-
vides a common database environment (and
computational capabilities) within which other
programs can be accessed for either data collec-
tion or analysis.

Specifically, survey specialists from several
organizations have advocated that data collec-
tion packages be revised to read and write all of
their files in the internal format required by
ORACLE (or SYBASE, INGRES, DBII,
etc.), so that these study-level files can be inte-
grated with other types of information and
large collections of data sets. This strategy may
be represented by the following (quite differ-
ent) relationship between the various stages in
the survey process:

Relational Database Management System

Data Collection

Fig. 5. Relational Database Management System

Data Description

Data Analysis
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In such a design, the dominant status of a
database management system should not be
mandatory, for users must still be able to com-
bine or link existing programs for collection,
description, and analysis — as described above.
Several organizations, however, are experi-
menting with a comprehensive ‘“database ap-
proach” of this sort, in which all survey infor-
mation is managed by a single relational sys-
tem. NORC is already working on such a sys-
tem (private communication with R. Baker
1989), and CSM is discussing a ‘‘relational”
version of CASES with NASS and BLS.

This essay is neutral with respect to the com-
parative difficulty or long-term effectiveness of
these alternative strategies, and encourages a
variety of organizations to at least design the
projects that will be required to answer such
questions. No matter which approach emerges
as the most effective strategy for integrating the
survey process, however, the concepts and
techniques used in RDBM systems are likely to
play an important role. This article agrees with
“database” theorists who have argued that
complex data structures are best handled by
decomposing those structures into a series of
simpler (rectangular) files, and by representing
the complexity involved in terms of relation-
ships between those files. That perspective sug-
gests that survey researchers will be more suc-
cessful in integrating their diverse computer-
related activities if all of their survey informa-
tion is represented by (multiple) rectangular
files and relationships (or linkages) between
files. Development projects that deviate from
this principle should be less successful in the
long run, and this expectation should become
increasingly important as the survey activities
involved become more complex and compre-
hensive.

3.6. The impact of new technology

Since the late 1970s, many survey organizations
have changed their internal division of labor in
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response to new systems for computer-assisted
data collection. As emphasized in previous sec-
tions of this article those changes have involved
a steady increase in the concentration of techni-
cal responsibility, as computer-based ‘‘instru-
ments” specify more and more of the survey
procedures involved. Thus, the
schedule in a computer-assisted survey often
defines sample elements and outcomes, and the
same instrument may be augmented to control

interview

post-interview data entry or revision and docu-
ment the resulting data. The substantial over-
lap in machine-readable information between
stages and activities, coupled with improved
procedures for transferring data between dif-
ferent systems (for data collection, analysis and
management) have encouraged the integration
of all computer-related activities for a given
survey under a single study director. After
more than a decade of experimentation and
development, this trend toward computer-
based integration (of previously separate sur-
vey activities) is now well underway, and recent
developments in computing technology will al-
most certainly facilitate that process.

In particular, survey professionals are now
discovering the possibility of visual integration
of previously separate activities, based on high
performance workstations. In this new comput-
ing environment, individuals who are responsi-
ble for coordinating survey activities across pre-
viously separate stages can control those tasks
as simultaneous “windows” on a large screen
attached to a computer that resides on their
desk. These workstations offer a noticeably
large display (at least 19 inch) with much great-
er resolution (more than a million pixels), a
larger memory (several million bytes), and
much more computing power (several million
instructions per second) than in the environ-
ment that most of us have used until quite
recently. These capabilities will almost certain-
ly accelerate the integration of activities pre-
viously carried out by separate individuals, for
a single study director can now move quickly
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between windows in which individuals can car-
ry out a variety of simultaneous operations.
This kind of “‘workstation integration” is sug-
gested in the screen shown on the following
page, which contains a separate window for
questionnaire administration, questionnaire de-
velopment (or modification), statistical analy-
sis, and identifying cases with specific charac-
teristics.

The technical integration of survey activities
is also being encouraged by the changes now
taking place in communications between com-
puters. Until fairly recently, survey information
could only be processed on a given computer
by physically moving all of the files to that
system. With the growth of high-speed net-
works and distributed file systems, however,
survey researchers can use their own (local)
computer to process information that is stored
on different (remote) machines. Survey re-
searchers will soon be using high-speed com-
munications and distributed file systems in a
variety of contexts, including:

e immediate access to large databases from pre-
vious surveys, for re-analysis or comparison
with current results;

o rapid movement of information between geo-
graphically separate systems for data collec-
tion and analysis;

o use of inexpensive workstations for data col-
lection, so that larger computers in the same
local network can be dedicated to data stor-
age and retrieval; and

e “online” access to other computers during
data collection, for circumstances in which
information must be retrieved from large (ex-
ternal) databases before determining the next
appropriate question.

As emphasized in previous sections of this es-
say, the concept of a “structured question-
naire” is already changing, because of the per-
sonal computer’s new capabilities for input and

output (including images and sound). When
coupled with advanced function workstations
and highspeed communications, those capabili-
ties will also contribute to the general trend
toward survey integration, for new forms of
data collection will present corresponding chal-
lenges for data management and documenta-
tion.

3.7 Summary

During the next few years, research and de-
velopment in the survey field will continue to
involve the improvement and generalization of
separate systems for data collection, analysis,
management, and documentation. Much re-
mains to be done in each of these areas in order
to take advantage of the developments now
taking place in information technology, includ-
ing workstations, graphics, large scale data-
bases, and high-speed communications. In ad-
dition to these new capabilities, however, sur-
vey researchers will be exploring alternative
approaches to integrating the entire research
process. The so-called “database approach”
has been enormously successful in providing
integrated systems for collecting, managing,
and displaying information in many other
fields. The process of collecting survey-type
data, however, is different from the activities
handled by existing database management sys-
tems, and our combined requirements for “in-
formation processing” exceed those likely to be
provided by current systems for data collection,
analysis, or management.

As a consequence, survey researchers are
now designing, developing, and testing a vari-
ety of ways to combine or coordinate their use
of all three types of systems. At this point, we
can only speculate about the comparative merit
of those approaches. Hopefully, a sequel to this
essay will identify strategies which have been
successful in providing a unified (and simpli-
fied) approach to “information processing” in
survey research.
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The Optimal Design of Quality Control Samples
to Detect Interviewer Cheating

Paul P. Biemer and S. Lynne Stokes’

Abstract: Without interviewer quality control,
interviewer cheating can seriously affect the
accuracy of survey results. This paper proposes
a method for designing quality control samples
which maximizes the probability of detecting
cheating for a fixed cost. First, data on inter-
viewer cheating from a recent U.S. Bureau of
the Census study are presented. Then a statisti-
cal model for describing dishonest interviewer
behavior is proposed which assumes cheating is
a random event governed by a probability dis-
tribution whose parameters depend on the in-
terviewer. These parameters control the fre-
quency and intensity of cheating as well as the

1. Introduction

Every survey data collection organization, es-
pecially those that conduct personal interviews,
must deal with the problem of interviewer
cheating. The most blatant example of cheating
occurs when an interviewer fabricates the re-

'Paul Biemer is Head, Department of Experimental
Statistics, and Director, University Statistics Center,
New Mexico State University, Las Cruces, NM
88003-3130, U.S.A. S. Lynne Stokes is Assistant Pro-
fessor, Department of Management Science and In-
formation Systems and Center for Statistical Sci-
ences, University of Texas, Austin, TX 78712,
U.S.A.

“He is not cheated who knows he is being cheated.”
Sir Edward Coke, Institutes (1628)

geographic clustering of the falsified units.

A general quality control sample design and
several associated cost models are proposed. A
procedure for optimally choosing the sample
design parameters according to specific types of
interviewer behavior is described. Finally, the
procedure is applied to optimize the interview-
er quality control system used by the U.S. Bu-
reau of the Census for the Current Population
Survey and other current surveys.

Key words: Current Population Survey; Na-
tional Crime Survey; reinterview; ‘‘curbston-
ing;”’ nonsampling error; survey costs.

sponses for an entire questionnaire. Some-
times, however, cheating takes a more subtle
form. For example, an interviewer may ask
some questions in an interview and fabricate
the responses to others. An interviewer may
deliberately deviate from prescribed proce-
dures, such as conducting a telephone interview -
where a face to face interview was indicated or
conducting the interview with a willing but in-
appropriate respondent.

One of the most common methods used for
detecting interviewer cheating in personal in-
terview surveys is the verification method. For
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this method, a sample of an interviewer’s as-
signment is recontacted in order to verify that
an interview was conducted as required and
that (at least) the critical components of the
questionnaire were obtained accurately.

The question we address in this paper is how
to design the verification sample in order to
maximize the probability of detection of a
cheating interviewer at least once during a
specified time period. The methodology devel-
oped is appropriate for organizations whose
interviewer staff is stable and whose interview-
ers participate regularly in surveys in which
they have similar workloads. Although the em-
phasis here is on “in-the-field” interviewing
(i.e., face to face and decentralized telephone
interviewing), the methodology is adaptable to
centralized telephone interviewing. In that case
verification takes the form of a system of unob-
trusive telephone monitoring.

Since the resources allocated to this aspect of
a survey’s quality control program is generally
quite limited, only a small portion of the inter-
viewer’s workloads can be verified. The com-
peting choices we allow to be made concerning
the verification design are (a) how often the
interviewer is chosen for verification (b) how
much of his/her assignment is inspected when
he/she is chosen and (c) what size the sampling
units (persons, households, or groups of house-
holds) should be. The optimal choice depends
on an individual interviewer’s cheating behav-
ior and the cost of the design choices.

In Section 2 we review information which has
appeared in the literature concerning inter-
viewer cheating behavior. In addition, the data
resulting from a program implemented by the
U.S. Bureau of the Census in 1982 to collect
such data are reported. In Section 3, a model
for interviewer cheating behavior is suggested
and the probability of detection for a given
verification scheme is derived. Section 4 gives
some empirical rules for optimal design for our
cheating model for two typical cost function
forms. Finally, in Section 5 the model is used to
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~develop a verification sample design for the

Current Population Survey (CPS), the largest
demographic survey run by the U.S. Bureau of
the Census. This application motivated the de-
velopment of our model.

2. Interviewer Cheating Behavior

Interviewer cheating has long been recognized
as a problem among survey organizations. Cre-
spi (1945) conjectured that “almost every inter-
viewer will eventually succumb [to cheating]

. if fabrication is made to appear the only
practicable solution to the problems facing the
interviewer.” He suggested several factors, re-
lated to either the questionnaire or the adminis-
tration of the survey, which may operate to
Related to the
questionnaire were: (1) questionnaire length
and respondent burden, (2) poor questionnaire
design, e.g., apparent repetition of the same
questions, and (3) difficult or antagonistic ques-

demoralize the interviewer.

tions. Among the administrative demoralizers
are: (1) overly difficult assignments or inad-
equate remuneration, (2) improper or inad-
equate training, (3) use of part-time interview-
ers for whom the unpredictable demands of
interviewing may compete with the necessities
of another job and (4) external factors such as
the weather, bad neighborhoods, roads, etc.
which may operate to encourage cheating.

Crespi’s proposed solution to the cheater
problem is the dual strategy of (a) eliminating
the demoralizers by careful and intelligent sur-
vey design and administration with ample op-
portunity for interviewer advisement (for ex-
ample, the present-day ‘“‘quality circles””) and
(b) using the verification method to deter
cheating. Bennett (1948 a and b), Sheatsley
(1951), Boyd and Westfall (1955), and Evans
(1961) appeared subsequently which provided
suggestions to help the survey practitioner im-
plement part (a) of this strategy.

There is little guidance in the literature, how-
ever, on implementing (b). Making the prob-
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lem worse is the paucity of published data on
characteristics of interviewers who cheat or
how they do it. This is understandable because
cheaters are difficult to detect, and few studies
have made the collection of such data their
major goal. The first reported data was made
for the National Opinion Research Center
(Sheatsley (1951)) and included characteristics
of the small number of interviewers who were
dismissed for cheating between 1941 and 1949.
In 1982, the U.S. Bureau of the Census be-
gan a program to collect information on all
confirmed or suspected cases of cheating by
interviewers in their current surveys. The pur-
pose of the data collection was to aid in the
modeling of cheating behavior and ultimately
in the selection of an optimal verification de-
sign. Cheating problems targeted were com-
plete or partial fabrication of the survey re-
sponses as well as other improper interviewer
conduct, such as use of proxy respondents in
situations where self-response was required.
The first results available from this study
covered the period September 1982 through
August 1985 (Bureau of the Census (1986)).
During that time, it was established that 140
interviewers (about 3-5% of all interviewers)
committed some form of cheating, and an addi-
tional 31 interviewers were suspected of cheat-
ing. Of the 140 confirmed cases, 100 were iden-
tified through the reinterview verification pro-
gram. The remaining 40 cases were detected by
other means, such as inspection of the returns,
information provided by other interviewers,
etc. Overall, most of the cheating (72 %) in-
volved complete fabrication of interviews. The
next most frequent violation was the misclassi-
fication of units as vacant when they were, in
fact, occupied (17 %). Indeed, this form of
cheating is just as damaging as falsifying an
entire interview since the unit is then errone-
ously regarded as out-of-scope for the survey.
In the National Crime Survey (NCS), which
requires that each respondent answer for him/
herself, 20 out of the 26 confirmed cases of

cheating involved the violation of this self-re-

sponse rule, often accompanied by other infrac-

tions as well.
Some further results of this study are now
summarized.

1. For the two largest demographic surveys, the
CPS and the NCS, 87 % of the falsified inter-
views occurred in urban areas, only 13 % in
rural areas. Since roughly 70 % of the sam-
ple is located in urban areas for these sur-
veys, there is evidence (statistically signifi-
cant at the 5% level of significance) of a
higher degree of cheating in urban areas.

2. Table 1 shows the distribution of cheaters
(CPS and NCS only) by years of service with
the Bureau of the Census. Almost half of the
confirmed violators have less than one year
of service, while only 23 % of all interview-
ers have less than one year of service. These
data indicate a substantial and highly signifi-
cant tendency for relatively inexperienced
interviewers to cheat more frequently than
interviewers having one or more years of
experience. Alternatively, the data may indi-
cate an adeptness of more experienced inter-
viewers for escaping detection of cheating.

Table 1. Distribution of CPS and NCS inter-
viewers found cheating by years of experience

Length of service Cheaters All inter-
(%) viewers (%)

Less than 1 year 46 23

1-2 years 13 28

3 years or more 43 48

3. Experienced interviewers (i.e., those with a
year or more of experience) who were de-
tected cheated at an average rate of 19 % of
the households in their assignments for CPS
and NCS. Furthermore, less than 13 % of
these cheaters were involved in fabrication
of responses. By contrast, interviewers with



26

less than one year of service displayed a
tendency to cheat at a much higher rate,
viz., an average of 30 % of the households in
their assignments, with roughly half of the
cheaters being involved with the complete
fabrication of interviews.

3. The Model

In Section 3.1, a simple model is proposed that
describes interviewer cheating behavior. This
model views cheating as a random event gov-
erned by a specified probability distribution
which depends on several parameters that con-
trol the frequency and pattern of cheating. In
conjunction with this model, a general design
for the verification sample is described. It is a
variation of the one previously used by the
U.S. Bureau of the Census for the CPS and is a
generalization of the one in current use. This
design is described in Section 3.2. In Section
3.3, the probability of detection of cheating by
an interviewer for any specific verification de-
sign is derived. This probability will depend, of
course, on the interviewer’s cheating para-
meters. Finally, in Section 4.4, two models for
the cost of verification sampling are proposed.
If all parameters of the interviewer cheating
and cost models were known, an optimal design
could be selected. Such a design is defined to
be one which maximizes the probability of de-
tection.

One problem with this approach is that inter-
viewers do not all behave alike, and therefore a
design which is optimal for one may not be
optimal for another. A solution to this problem
is to divide the interviewers into strata defined
by their frequency and pattern of cheating. For
example, the data described in Section 2 sug-
gest that interviewer experience would be a
good stratifying variable for CPS interviewers.
The optimal verification design parameters
could be determined for each stratum.

The second problem with the approach, how-
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ever, is that the parameters of the cheating
model for individual interviewers or groups of
interviewers are not known in advance. Fur-
thermore, it is difficult to obtain enough infor-
mation to estimate the parameters of the model
proposed in Section 3.1. During the study de-
scribed in Section 2, the interviewer was either
fired or resigned in 97 % of the cases in which
he or she was detected fabricating an interview.
Information about patterns of cheating is not
available when the behavior can be observed
only once.

Nevertheless, the model developed can be
useful for determining a verification design.
Two possibilities for its use follow. First, one
might optimize the design against the most
damaging violators. This may be, for example,
interviewers who falsify more than some speci-
fied fraction of their assignments. Second, one
might use the model to choose a design, if one
exists, which is nearly optimal against a wide
range of likely interviewer behavior. The latter
of these is the use made of the model for the
CPS application described in Section 5.

3.1.  Model for interviewer cheating

Consider a complex survey with any probability
sampling design for which ultimate stage sam-
pling units (USUs) are clusters of m interview
units. For example, USUs may be geographical
segments of m housing units or they may be
households of m individuals. The time period
for the survey during which interviewers are to
be evaluated will be referred to as the observa-
tion cycle. Every interviewer is to be inspected
at least once during an observation cycle. Let f
denote the number of times the survey is re-
peated during one observation cycle and refer
to these repetitions as interviewing periods.
Consider a particular interviewer for some
interviewing period within an observation cy-
cle. Let n denote the number of USUs in the
interviewer’s assignment and let the random
variables b, (h=0, ..., m) denote the number
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of USUs having exactly & misrepresented (or

fabricated) interview units. Hence = b, =n.
h=0

In the next paragraph, we propose a prob-
ability distribution for b’ = (b, ..., b,,) which
is a mixture of two distribution functions: a
Bernoulli distribution with parameter & and a
multinomial distribution with parameter vector
P’ =(Po; -5 Pm)-

There are numerous factors which may influ-
ence an interviewer’s decision to cheat during
an interviewing period, as Crespi suggested.
Some of these factors are always present, such
as problems with a questionnaire. Others occur
only occasionally, such as problems with the
weather or interference from a part-time job.

- Consequently, some interviewers (those influ-
enced by the ever-present problems) may be
susceptible to cheating at all times. Others
(those influenced only by irregularly occurring
events) may cheat only when there is no other
way to complete their assignments. We attempt
to capture this behavior pattern in our model
by defining a parameter & to be the probability
that an interviewer considers or has some posi-
tive probability of cheating, and we refer to &
as the frequency of cheating. Next we define
P(b) to be the probability distribution of
b' = (b, ..., b,,) associated with the interview-

.er and assume that P(b) is the multinomial
distribution with parameters p' = (py, .. ., p,,)
and n. This multinomial assumption suggests
that the probabilities of falsifying h=0, 1, .. .,
m units in a cluster is the same for every clus-
ter. However, given that one or more units
have been falsified in a cluster, the multinomial
distribution allows us to change the probability
that other units in that cluster will be falsified.
That is, we may, through p, arrange for a non-
zero intracluster correlation for falsified units.
(In the sequel, an interviewer whose cheating
behavior is governed by the model with param-
eters (p, m) will be referred to as a (p, )
cheater.) Thus, p,is the probability that 4 units

in a given USU are misrepresented. We define

D, referred to as cheating intensity, to be the
expected proportion of misrepresented inter-
view units in a (p, m) cheater’s assignment,
given that he or she is susceptible to cheating;
ie.,

m
p= Z hp,/m. 3.1
h=0

The decision to cheat for a particular unit
may not be made independently of other units
in an interviewer’s assignment. For example,
cheating may be concentrated within certain
USU’s which share characteristics that may in-
fluence the interviewer to cheat, such as nonte-
lephone households, undesirable neighbor-
hoods, or areas with difficult access. It is possi-
ble with this model to describe the strength of
this clustering effect by appropriately defining
the p,s. If no clustering is present, for example,
misrepresented units will be distributed among
the interview units in each USU according to a
binomial  distribution, so that p, =

= ('Z)p"(l*p)'""'. Perfect clustering would

mean that either all or no units in a USU are
misrepresented; i.e., that p,+ p,, = 1. One can
show that these two extreme conditions yield
extreme values (0 and 1 respectively) of the
intracluster correlation

d = Cov(y;, y;)/Var(y;), 3.2)

where y;=1 if the jth unit in the ith USU is
misrepresented and 0 otherwise. Correct speci-
fication of the magnitude of & is important,
since it has an impact on' the optimal reinter-
view sample design.

This simple model can describe a wide range
of interviewer cheating behavior. The consis-
tent, low-level cheater can be modeled by set-
ting m large and p small, while the erratic cheat-
er can be accomodated by setting 7 small. Clus-
tering of the affected units can be modeled by
the relative values of the ps.
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Table 2. Notation

Symbol Definition

n number of USU’s in an interviewer
assignment

m number of units in a USU

b, number of USUs having 4 falsified

units; 2b, = n.
h

1 number of interviewers for the survey

f number of interviewing periods in an
observation cycle

s number of interviewers selected for
each supplementary sample

¢ number of USU’s to be reinterviewed
in each interviewer assignment

t number of units to be reinterviewed
in each sample USU

n probability that an interviewer is sus-
ceptible to cheating

D probability A units in a USU are falsi-
fied

0 intracluster correlation coefficient for
cheating; see (3.2).

3.2.  The verification sample design

One major goal of the verification sample is to
detect interviewer cheating; a second is to deter
it. In order to meet the first goal, we search for
a design which, for a given cost, will maximize
the probability of selecting the units in a sample
which are misrepresented. So that the design
we choose will be a deterrent, we require the
following:
1. Every interviewer must be selected at least
once during an observation cycle.
2. The selection of interviewers and units must
be unpredictable by the interviewers.
Many designs satisfy these criteria. One of
them, which is now used by the U.S. Bureau of
the Census, will illustrate the design optimi-
zation methodology. For simplicity, we assume
a single population of interviewers having
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cheater parameters (p, m). For the case where
interviewers are divided into strata, the proce-
dure described below may be applied separate-
ly in each stratum.

Let the I interviewers for the survey be divid-
ed into f mutually exclusive and exhaustive
groups. (Recall that f is the number of inter-
view periods in an observation cycle.) To sim-
plify the subsequent formulas, we assume that /
is evenly divisible by f. Randomly order the
groups. Then all interviewers in group i will be
selected for verification in the ith interviewing
period. This group will be referred to as the ith
predesignated sample. In addition, let a speci-
fied number, say s, of interviewers be selected
at random from the remaining I (1 — 1/f) inter-
viewers. We refer to this group as the supple-
mentary sample. This group introduces more
unpredictability into the selection of interview-
ers. From each selected interviewer’s assign-
ment a sample of ¢ USU’s is randomly chosen.
Within each USU, ¢ units are reinterviewed.
Thus, the total sample size in each interviewing
period is (I/f + s)€t.

If cheating is observed for any of the €f inter-
view units in an interviewer’s assignment, we
say that a cheater was detected. Our objective
is to find the verification design parameters s,
¢, and ¢ which maximize the probability of de-
tecting a cheater for a fixed total cost under a
specified interviewer cheating model.

3.3, Derivation of detection probability

The probability of detecting a cheater with ver-
ification design parameters, (s, €, ¢) will be
denoted by D(s, ¢, ). In Appendix 1, it is
shown that, for a (p, «) cheater
D(s, €, )=
1-[1-P(p n)][l—i—:lP(p )y, (3.3)
> I(f—l) AP, )

where

P(p, n) =
m\~' 2 (m—h
n(1-7f) and n,=( t) ’E“( ; )ph, (3.4)
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where (m_h)=0ift>m—h. 1, can be de-

scribed as the probability that a (p, ) inter-
viewer is not observed cheating in a sampled
USU during an interviewing period in which he
is susceptible. P, (p, x) is then the conditional
probability that a (p, m) cheater is observed
cheating in the ith interviewing period, given
that he or she is selected in either the ith prede-
signated or corresponding supplementary sam-
ples. (Note that P, (p, ) does not depend upon
i)

One special case of (3.4) that will be consid-
ered in detail is when all interview units are
inspected within the sample USU’s, or t = m. In
that case P(p, xt) becomes

P, (po, m) = (1 _P(f)-

Then only & and p, need be specified to com-
pute D(s, €, 1).

(3.5)

3.4. A general cost model for design optimi-
zation

The cost model described in this section is gen-
eral enough to apply for many verification op-
‘erations. Let K(s, €, f) denote the variable costs
for an observation cycle of a design having
parameters s, €, and t. Then, for constants Cy,
C,, G5, and Gy,

K(s, €, 1) =

(I+f5)[Cit + Gt + CWT + Ci]  (3.6)

where C; is the cost associated with each sam-
pled USU’s (for example, a sampling cost); C,
is the cost incurred for each unit inspected;
Cs(t) allows for a travel cost for situations in
which interviewers must travel varying dis-
tances to the USU’s. This cost will depend
upon ¢ if the cost of travel to inspect all units in
a USU depends on the number of units verified
in a USU. C; is the fixed cost associated with
each sampled interviewer.

Two special cases of (3.6) will be considered
in Section 4. The first is the case where cost is

simply proportional to the total sample size,
i.e., Cl = C3 = C4 = 0, or

Ki(s, €, £) = (I + fs)Cott. (3.7)

This cost function might be appropriate for a
verification program which relies solely on tele-
phone reinterviewing of a sample of survey
respondents. There are no costs for travel or
any other disaggregate costs associated with the
number of sample USU’s.

For designs in which all the interview units
are revisited in person, but moving from one
unit to another within a USU does not incur
much additional travel costs, a reasonable cost
function may be obtained setting C; = 0 in (3.6)
and allowing C;(¢) = C;. Then

Kz(S, €, t) = (I +fS) (C2€t+ C3V?+ C4)
(3.8)

The cost of traveling to the € USUs is propor-
tional to /¢ if the USUs are randomly distribut-
ed within the interviewer’s assignment area
(Pielou (1969, p. 111)).

4. Some Rules for Optimal Design

In this section, we state some general rules,
some analytical and some empirical, concern-
ing the optimal choice of a verification design
when cost functions of the form given by (3.7)
or (3.8) are appropriate. The optimal design is
determined by maximizing the detection prob-
ability D(s, ¢, f), subject to the constraint
K(s, ¢, t) = Cr, where Cris the total fixed cost
for the verification sample.

Rules 1 through 3 deal with determining an
optimal trade-off between the frequency that
an interviewer is sampled (s) and the thorough-
ness of the inspection of his or her assignment
(€). The number to be selected from each USU
is assumed fixed, which is equivalent to assum-
ing a fixed value for #,, defined in (3.4).
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Rule 1. Assume the cost function K(s, €, f) in
(3.7) and = 1. Then for ¢ held fixed,
any values of s and ¢ satisfying
Ki(s, €, f)= Cp will provide a sample
design that is either optimal or near
optimal.

Rule 1 is supported by Theorem 1, which is
stated and proved in Appendix 2. Theorem 1
says that, under the conditions of Rule 1, the
maximum detection probability for fixed cost
can be achieved by choosing s at either of its

. -1 .
extremes (i.e., s=0 or s =f—l). Numerical

f

investigations suggest further that the detection
function D(s, ¢, ) is very flat over the entire
range of s for likely choices of Cr and p.

Therefore, when the cost model described in
(3.7) is appropriate, the probability of detec-
tion of the consistent cheater varies little with
the choice of s and €. The verification design
choice can safely be made, then, on the basis of
other considerations. For example, a design
which is optimal for erratic cheaters could be
implemented, and the survey managers could
be assured that it would be near optimal for the
consistent ones as well.

Rule 2. Assume the cost function K,(s, €, f) in
(3.8) and mw=1. Then for ¢ held fixed,
choosing s small but non-zero such that
Ky(s, ¢, t) = Cp will provide an optimal
or near optimal design.

Rule 2 is supported by Theorem 2, which is
stated and proved in Appendix 2. Theorem 2
says that, under the conditions of Rule 2, the
probability of detection obtained by choosing s
at its minimum (s = 0) is always larger than that
obtained by choosing s at its maximum
=171

f

I). Numerical investigations further

suggest that a choice of s=0 actually maxi-
mizes the detection probability for likely
choices of p, Cr and for a wide range of cost

function parameters C,, C;, and Cq4.
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In practice, however, the choice of no sup-

‘plementary sample (s=0) eliminates the un-

predictability of the verification design. Since
unpredictability was one of its specifications,
this choice is not acceptable. The best strategy,
as Rule 2 suggests, is therefore to choose s
small, but non-zero.

When <1, numerical investigations have
shown that no verification design exists which
will come close to maximizing the probability of
detection over all reasonable specifications of
the cheating and cost models for either form of
the cost function. Examples can be found for
which detection probability is maximized at ei-
ther extreme or at intermediate values of s.
Furthermore, the loss in detection probability
from a poor choice of a survey design is some-
times large. This observation suggests the fol-
lowing rule.

Rule 3. No optimal verification design exists
for detecting an interviewer having
n = my < 1. Instead, the best strategy is
sensitive to p and parameters of the
cost models. Therefore, the best possi-
ble information about these param-
eters should be collected and sensitiv-
ity analyses performed to aid in the
choice of design.

An application of Rule 3 is illustrated in
Section 5.

Our discussion so far has dealt solely with the
choice of s and €. Now we turn to the problem
of determining the optimal choice for ¢. It is
affected by the magnitude of 9§, defined in
(3.2). Rules 4 and 5 address the choice of ¢
when 8 assumes one of its extreme values.

‘Rule 4. If there is no clustering of misrepre-

sented units (i.e.,  =0) and the cost
function is K (s, €, f) defined in (3.7),
then any choice of ¢t is equally good.
However, if the cost of sampling a new
USU is greater than the cost of sam-
pling a comparable number of units
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within existing sample USUs, as for
Ky(s, €, 1), then t=m is optimal.

Rule 5. If misrepresented units are perfectly
clustered (i.e., =1), then the best
strategy is to choose ¢ = 1 regardless of
the cost function.

Rules 4 and 5 follow from the observations
about 8 made in Section 3. If there is no clus-
tering within a USU, an identical amount of
information can be obtained from sampling two
units within the same USU as from different
USU’s. Therefore the optimal choice depends
on which is cheaper. Since for K,(s, ¢, ), either
choice has identical cost, the choice of ¢ is
unimportant. For K,(s, ¢, 1), there is a saving of
costs associated with remaining within a USU,
so the best strategy is to choose ¢ as large as
possible. When there is perfect clustering of
misrepresented units, selecting more than one
unit per USU buys you no information and thus
is wasteful, if it costs anything at all.

For those frequent cases in which & is be-
tween the two extremes, the optimal choice of ¢
is not so easy to make. However, the two rules
together suggest that when cost is directly pro-
portional to the number of units verified (as for
K;), t=1 should be chosen. When K, is the
appropriate cost function, an analysis such as
that undertaken in Section 5 is required to
determine the optimal .

5. An Application to the Current Population
Survey

5.1. Description of the Current Population
Survey

The CPS provides the official labor force statis-
tics for the United States. The survey is con-
ducted monthly by the U.S. Bureau of the
Census and has consisted of between 50000 and
60000 household interviews per month. In ad-
dition to data on employment and unemploy-
ment, the survey also provides information on
annual household and individual income.

The sample is a stratified multistage cluster
sample having USU’s which are typically clus-
ters of four neighboring households. The seg-
ments are selected at random within primary
units which are essentially counties or groups of
counties. Interviewer assignments generally av-
erage about 12 segments or about 48 housing
units. Due to the rotational design of the sam-
ple, about an eighth of the housing units in an
assignment are new to the program, an eighth
are being interviewed for the second time, and
0 on up to an eighth being interviewed for the
eighth and last time. Between 30 % and 40 %
of the interviews are conducted face to face
while the remainder are conducted by tele-
phone.

The CPS interview quality control program
consists of three components: (a) a reinterview
survey to detect interviewer cheating, (b) an
inspection of all the interview forms by clerks
who are specially trained to detect interviewer
errors in completing the forms, and (c) an an-
nual on-site observation of the interviewer by a
supervisory representative as the interviewer
completes an assignment. The purpose of the
annual observation is to provide an expert eval-
uation of the interviewer’s interviewing tech-
nique. The remainder of the section will be
concerned with the sample design of the quality
control reinterview survey.

5.2.  The quality control reinterview

For a sample of households, the reinterviewer,
who is typically a senior interviewer and super-
visory representative, re-asks some or all of the
questions on the original questionnaire. Any
discrepancies between the original interview
and the reinterview are reconciled with the re-
spondent. The reinterviewer also determines
whether the discrepancy was the fault of the
interviewer or the respondent. In addition to
detecting interviewer cheating, the reinterview
also serves as a device for detecting both delib-
erate and unintentional errors that occurred in
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the original interview. The number of errors
found in the interviewer’s assignment that are
the fault of the interviewer are tallied and these
results are immediately reported to the inter-
viewer for corrective action. Whenever possi-
ble, the reinterviews are conducted by tele-
phone. Otherwise, a face to face reinterview is
conducted and travel costs are incurred.

Prior to 1982, the CPS quality control rein-
terview program required that each interviewer
be randomly selected for reinterview twice per
year, once during the first six months of the
year and again in the last six months. Each time
an interviewer was selected, all the households
in a randomly chosen third of the approximate-
ly 12 USU’s in his/her assignments were rein-
terviewed. Thus, about one eighteenth of all
CPS households (i.e., one sixth of the inter-
viewers and one-third of each interviewer’s
assignment) were reinterviewed each month.
This design was flawed since the time of rein-
terview was somewhat predictable. For exam-
ple, an interviewer selected for reinterview in
January could not be selected again until July.
Many interviewers were aware of this pattern
so that the reinterview was less effective as a
deterrent.

In 1982, a redesigned CPS quality control
reinterview program was implemented to cor-
rect this deficiency. Prior to implementation a
study was conducted to aid in the selection of
an improved sample design (Biemer, Judkins,
Schreiner, and Stokes (1982)). The sampling
scheme described in Section 3 was adopted for
the CPS and subsequently for all the Bureau’s
continuing demographic surveys. The observa-
tion cycle was chosen to be twelve months, so
that the predesignated sample consisted of 1/12
interviewers. The design options to be deter-
mined, then, were the number of USU’s to be
sampled from each interviewer’s assignment (£)
and the number of households to sample from
each USU (). The size of the supplementary
sample (s) was determined by the cost con-
straint. We begin with a description of the cost
function for the reinterview program.
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5.3.  Cost function

The cost of reinterviewing an interviewer’s as-
signment can be decomposed into several com-
ponents. There will be costs associated with the
time involved in conducting face to face reinter-
views and different costs for telephone reinter-
views. Other costs arise from reconciling differ-
ences between interview and reinterview re-
sponses, completing the reinterview forms, and
the time involved in discussing the results with
the interviewers. For face to face reinterviews,
mileage costs and cost for reinterviewer time
while traveling and while conducting the rein-
terviews will be incurred. For telephone rein-
terviews, there will be no travel costs; however,
telephone toll charges may be incurred.

A detailed analysis of the CPS reinterview
costs was conducted and it was determined to
be well-described by (3.6), but with C,=0.
Then the cost coefficients C,, Cs(), and C,
were estimated. The details of this analysis are
documented in a Bureau of the Census report
(Biemer et al. (1982)). In addition to a national
cost function, a number of subnational cost
functions were developed corresponding to ur-
ban, suburban, and rural areas where travel
costs differ substantially. For the present illus-
tration, only the national model will be consid-
ered. For a reinterview survey with design pa-
rameters (s, €, ), the annual variable cost is
given by the following model:

K(s, €, 1) =
(I + 125)(2.41 €6 + C3()V€ + 79.58), (5.1)

where
Cy(H=7.19) 1~ .85".

The choice of C;(¢) is explained by noting that
the per USU cost depends on the average num-
ber of visits required for each USU in the rein-
terview sample, information which was not di-

(5.2)

rectly available. However, it may be assumed
that a visit to a USU was made only if one of
the t sampled households within it required a
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personal visit. Since roughly 85 % of the CPS
reinterview households have face to face
reinterviews, we estimated by assuming a
binomial distribution that approximately
(1 —.859¢ USUs out of the ¢ sampled USUs
would contain at least one such household.
Thus, travel costs increase in proportion to the
square root of this expression (see comment
under (3.8)). Data from the main CPS survey
were used to estimate the travel costs associat-
ed with each segment visited. The coefficient
7.19 in (5.2) includes the cost for travel time as
well as mileage.

The coefficient C, =2.41 is an average cost
for reinterview time associated with each sam-
ple unit. C; includes the cost of the time spent
for a face to face reinterview and the cost of the
time for a telephone reinterview averaged over
all  reinterviewer  assignments.  Finally,
C,=179.58 is the average cost for reinterviewer
travel from his/her home base to the area of the
interviewer’s assignment.

The optimization results which follow were
found, through sensitivity analyses, to be quite
robust to absolute errors in these coefficients.
More critical are the relative errors among the
coefficients, i.e., the proportion of total costs
accounted for by each cost component. Yet
even here quite substantial changes in the rela-
tive sizes of C,, C5(f), and C, had only moder-
ate impact on the optimal design.

5.4.  Determining the “‘near” optimal design of
the CPS

Since virtually nothing was known at the outset
about interviewer cheating behavior, it was not
possible to select an optimal reinterview design
with the model described in Section 3. Instead,
the model was first used to determine to what
extent the detection probability was sensitive to
the design choice over likely ranges for the
parameters p and x. Rule 2 of Section 4 sug-
gests that the trade-off between s and ¢ is not
critical for consistent interviewers (;t=1).

However, it was believed that the conditions
causing cheating by CPS interviewers were
temporary, and thus erratic cheaters (n<1)
should be considered the target. Rule 3 says
that in this case, the optimal choice of € and s is
highly variable. That knowledge led to the data
collection program whose results are described
in Section 2.

We did know from the start that misrepre-
sented units were not perfectly clustered within
USU’s. What we did not know was if there was
some or no clustering. Rules 4 and 5 of Section
4 tell us that if & =0, the design already in use
(t=m = 4) was best, but if even a slight amount
of clustering is present, that design might be
inefficient. Therefore we made sure that the
data about cheaters was collected in such a way
that & could be estimated. Since such data
would take years to amass, however, a program
was also begun to collect data to allow esti-
mates of correlation to be made for characteris-
tics believed to be associated with misrepre-
sented households, such as telephone owner-
ship, income, and employment status.

After some information from these data col-
lection efforts became available, the model was
again used to aid in the selection of a reinter-
view design. The goal was to select a design
whose loss in detection probability from that of
the optimal choice would be small over the
range of w and p we believed to be likely. A
further goal was to compare this near optimal
design with that of the design in use (£=4,
t=4). This procedure is now described.

The data collected since 1982 gives a small
amount of information about p and 8. From
Section 2, recall that p, the proportion of mis-
represented units in a cheating interviewer’s
assignment, was observed to be 30 % or less.
Therefore, we varied j in the interval
0<p=.30. We also found that estimates of §
for characteristics believed to be associated
with cheating were generally fairly small (less
than .5), but non-zero. This led us to restrict
our investigation to the values 0 <6 =<.5. Fur-



34

ther practical considerations limited the design
choice by restricting € to the range 2=¢=6,
since there was concern that sampling more
than six (out of a possible 12) USU’s in an
interviewer’s assignment might adversely affect
the interviewer’s cooperation rate in the assign-
ment for the subsequent months of interview-
ing. Sampling less than two would not provide
adequate work and compensation to employ a
reinterviewer.

Within these constraints, a search was begun
for a near-optimal design. The first choice
made was that of ¢, for which the behavior of

M(d; t, ) = max D(s, €, t)
2s¢s6

was studied. Figure 1 illustrates with p=.10
and m=.1, .5, and .9 the type of results ob-
tained. In order to completely specify p, p, and
ps were taken to have values corresponding to
completely random cheating and py, p;, and p,
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were then chosen to satisfy the constraints stat-

ed above for p and 9, along with Zp;=1. Ex-
: )

cept for w = .9, t =3 appears to yield uniformly
higher detection probabilities than ¢t =4, while
t=4 is preferred when = is .9. Note, however,
that M(¢, 8, n) increased less than 4 % for t =4
relative to ¢ = 3 in that case. When p was varied
over the range (.05, .30), only the level of
detection probability changed, not the choice
of design parameters. Therefore, a choice of
t=4 was made since it was near optimal and
maintained the status quo.

Since cost is fixed, only one other parameter,
either s or ¢, need be determined in order to
completely specify the reinterview sample de-
sign. Furthermore, as can be noted from (3.5),
the amount of clustering does not affect this
choice when ¢ = 4. In fact, only p, and n need
be specified in order to completely determine
the cheater behavior model when ¢ = 4.

[-=t=t [ t=2 = t=3 | — t=4 |

0.20+

0.00

.00

S .50

Fig.1. Maximum detection probabilities for given t as a function of é for 1= .1, .5 and .9
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D(s, Q,1)
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0.60
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Fig. 2. Detection probabilities for given ¢ and t =4 as a function of n

0.0400+
0.0350-
0.0300+
0.0250+
0.0200+
0.0150+
0.0100+
0.0050+
0.0000+

—0.0050
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Fig. 3. Loss in detection probability for € =4, t =4 as a function of n
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Figure 2 illustrates with p, = .657 the behav-
ior of the detection probability D(s, ¢, 4) as a
function of m for 2=€=6. (p,=.657 when
0 =0and p = .1.) It suggests that for low cheat-
ing frequency (< .15), there is little advan-
tage in moving from the status quo value € =4.
For more consistent cheaters (v > .15), the ad-
vantage is more pronounced. When p, was var-
ied over the range .4 <p, = .8, a similar pattern
emerged.

Of particular interest is the status quo value
of £=4. Figure 3 shows the loss in detection
probability for £ =4 as a function of m with

po = .657, i.e., L(m) = max D(s, €, 4) —
¢

D(s, 4, 4), where as before s is chosen to satisfy
the cost constraint. The greatest loss in detec-
tion probability is only about 4 %. Because of
the advantages of maintaining the current pro-
cedure, the reinterview design chosen was t =4

and € =4. s was then chosen to satisfy the cost
constraint, which resulted in a supplementary
sample of s = 1/12.

6. A Concluding Note

The investigation to date has led us to conclude
that no change in the basic design of the rein-
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terview sample (except for the introduction of a
supplementary sample) is warranted at this
time. The increaseé in detection probability
which might be gained from changing ¢ or t was
shown by our model to be too small to justify
the added expense and disruption of data col-
lection which would follow a change in reinter-
view design parameters. Data on cheating cases
are still being collected, however, and better
estimates of parameters of the cheating model
will eventually be available. When this data are
available, the optimal design can be reassessed.
In addition to reassessing the optimal choice
of s, €, and ¢ for the current sampling scheme,
the next redesign of the Census Bureau reinter-
view program should investigate alternative
sampling schemes, especially unequal probabil-
ity sampling designs. For example, the data in
Section 2 indicate that even higher detection
probabilities may be realized if the less exper-
ienced interviewers or those working in urban
areas, or both, were sampled at a higher rate
than other interviewers. However, two issues
to consider here are: (a) the effect on respon-
dent cooperation for those interviewers sam-
pled more frequently and (b) the effect of the
design as a deterrent for those interviewers
sampled less frequently. Our current model is
insufficient for evaluating these effects.

Appendix 1

Let P(p, m) denote the conditional probability that a (p, ) cheater is detected given that he/she is
selected for verification in an interviewing period using a verification design having parameters (s,
¢, t). Define €= [¢,,...,{,] to be the sample analog to b; i.e., {,(h=1,.. .,m) is the number of
sample USU’s in an interviewer’s assignment containing k falsified units.

We assume that b is distributed as a multinomial random vector with parameters n and p and
denote this distribution by P(b). Thus, since the ¢ USU’s are sampled using simple random sampling
without replacement, P(€|b), the conditional distribution of € given b, is the multivariate hypergeo-
metric distribution.

Let A, denote the event “no falsified interview units detected after inspecting ¢ interview units in
each of the £ sample USU’s”. Define the summation ' as the sum over all possible b such that b, =0
and Z b, = n. Likewise define " to be the sum over all possible € such that 0=¢, <b,and Z¢, = ¢.

Let B be the event “the interviewer is susceptible to cheating” and let B¢ denote the complement of
B. Now, P(A,) = (1 — ) + nP(A,|B) since P(A,|B°) = 1. Further,
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P(A/B)=Y'Y"P(A[B, b, €) P (£]b)P(b) (A1)

where by the above assumptions,

P(b) = (bo,- 7-,bm>pob". P (A2)
o) (”"’)
P(€|b)= (eo o (A.3)
and
1wl

P(A|B, b, €)=11 TT : (A.4)
h=0
t

Substituting these into (A.1) yields

_W:”Whe! (n—0) b

S~ |

P(AlB) = Z",Z"hl;lo W €l 1By =€) .. (b = E,)! PP (A-5)
L t —
Letting a, = b, —€,, h=1, ..., m, we see that the term involving the b, under X’ is
, (n=4)! (@+t) -l & bn
Zﬁpo ...pm( * )=p0 D (A.6)
Thus,
)|
arl e 0 e,
[ tj
m—h) b
= | § § AN
=1 €l em'h 0 (m) Pr
t
. £
= Z eo e |(ph) (A7)

by the Multinomial Theorem, where p: = ph<mt_‘h) ’ (’7) Therefore,

P,(p, m) =1—{(1 — ) + nP(A,B)}
=1- {(1 —7) +n[(”:)_';<m:h)ph]‘}- )

Finally, the probability of not being detected for an entire evaluation period is the probability of
not being detected in the predesignated sample times the probability of not being detected in any
supplementary sample. The former probability is simply 1 — P(p, &). The latter probability is
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=1
Y. Pr (interviewer is selected k times and not detected each time)
k=0

-0 i) ()™ mrie

Thus,

D(s, €, t) =1 —Pr (not being detected for an entire evaluation period)

—1-[1- P, 1 - e |

Appendix 2

Theorem 1. If t and K| (s, ¢, t), defined in (3.7), are held fixed and =t = 1, then D(s, ¢, f) is maximized
f-1

by either s=0 or s = TI, where its values are equal.
Proof: Let us hold K|(s, ¢, t) fixed at Cp,i.e.,

y(I + fs)€t = Cp (B.1)
for some constant y. Then it can be easily shown by substitution into (3.3) and (3.4) that

i i e

Next, to establish that the maximum value of D(s, ¢, f) over the range 0<s Sf_Tll is1— n,CF 4a
we will show that
L—_I)C(&MZ (B.2)
Fivlt
N

for any fixed ¢, where € = Cg /yt(I + fs) from (A.1). To simplify notation, we write r = s/[(f — 1)/f]I, so
that 0=r=1, and g = Cr /¥yIf{1 + r(f — 1)]. Then the left hand side of (A.2) may be written

— — f~1

Now consider the random variable X having probability function

h(x) = {

r forx=1-r
l1—rforx= —r

and the function f(x) =n$*. Since f(x) is convex, we know by Jensen’s inequality that E(f(X))=

f(E(X)). Since E(f(x)) is given by the expression inside the brackets in (A.3) and since E(X) =0,
(A.2) is established.



Biemer and Stokes: Quality Control Samples to Detect Interviewer Cheating 39

Theorem 2. If t and Ky(s, ¢, f), defined in (3.8), are held fixed and m=1, then D(0, ¢, £)=

D(—f}—ll, e 0.

Proof: Define hy(€) = K,(0, ¢, t) = I(Cyt + CJ/€ + C,)

and h,(¢) = K2<f_—11, ¢ t) =f1(Cybt+ C/T + C,).

f

(B.4)

(B.5)

Now let ¢, be such that hy(€,) = Cr and €, be such that 4,(€,) = Cr. Then

hi(€,) = Cp=fI(C,t\t + CBVT] +Cy)
= 1(fC2€|t+fC3V’E +fCy)

> I(Cyft it + Gy ft, + Cy) since f>1 and C;, C,>0

= h(i(f€1)~

Since hy(f€;) < Cr, hy(€,) = Cr, and hy(€£) >0, we know f€, < ¢,. Thus by substitution into (3.3) and

(3.4) we have

D(O’ e[)’ t) - D(f_Tll’ elv t) =7]{e] _Tlf">0,

and the theorem is established.
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Early Survey Models and Their Use in Survey
Quality Work

Gosta Forsman!

Abstract: There have been great advances in
sampling models over the past 60 years. As
these models have been developed, so has an
awareness of the problem of nonsampling er-
rors in surveys. Two lines have emerged in this
work, namely (i) the development of theory
and methods for handling specific sources of
nonsampling errors, and (ii) the development
of a comprehensive theory of an intégrated

1. Introduction

At a statistical agency, survey quality work in-
cludes a variety of procedures such as evalua-
tion studies, preventive control, and produc-
tion control. One fundamental part of this work
is the measurement of survey errors. Measure-
ment studies provide information about quality
that is useful for both the producer of the data
and the user. The survey methodologist needs
data on survey quality to improve methods and
to allocate resources more effectively. The user
of the statistics needs quality data to determine
whether the survey estimates are reliable
enough to meet his/her needs.

ISenior statistician, Statistical Research Unit, Statis-
tics Sweden, S-11581 Stockholm, Sweden. This pa-
per is adapted from Forsman (1987).

treatment of survey errors. The latter line is
characterized by the use of survey models. This
paper deals with the early research on survey
models up to the early 1970s, and looks at the
application of these models in survey quality
work.

Key words: Nonsampling errors; survey mo-
dels; survey quality.

The early development of survey theory fo-
cused on the measurement and control of spe-
cific error sources. An important example is the
very successful research on sampling errors.
Since the 1930s there has been an increasing
awareness of the problems of nonsampling er-
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rors. India and the United States led the early
development in this field. Forerunners were the
Indian Statistical Institute, led by Mahalanobis,
the Indian Council of Agricultural Research,
where P. V. Sukhatme worked, and the U. S.
Bureau of the Census, where Hansen, Hurwitz,
Tepping, Madow, and others were pioneers.
Contributions from the United Kingdom were
also important. At the Rothamstead Experi-
mental Station, Fisher, Yates, Cochran, and
others did research on statistical experiments in
the 1920s and 1930s. This work had a strong
influence on the development of survey theory.

Studies of specific error sources have contin-
ued to be an important part of survey quality
work. In the 1940s a parallel development
emerged that aimed at an integrated control of
all sources of errors and thus of the total error.
In this research, what is called mixed error
models were developed; later, the term survey
models has been widely used.

We can distinguish three fields of application
for survey models:

1. As already indicated, a survey model allows
an integrated treatment of various error
sources. Thus using the model, the total er-
ror can be estimated. Note that the total
error given the model is the error resulting
from the error sources that the model takes
into account. The “real” total error of a
survey estimate may be affected also by
other sources of error.

2. Survey models can be used to estimate the
relative impact of different error sources on
the total error. For recurrent surveys, this
allows a reallocation (if necessary) of re-
sources to effectively control the error
sources.

3. Survey models might also be applied to a
specific source of error to study the magni-
tude of its components. For example, if ap-
plied to the response error, we can estimate
the total response error and its components,
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the response bias and the response variance.
This also can lead to an improved allocation
of the resources among survey operations.

We will review the early development of survey
models up to the early 1970s and discuss their
use in the subsequent work on survey quality.
It is mainly these models and modified versions
of them that have been used in survey practice
so far. The presentation is restricted to models
that include estimation procedures for the error
components. The theoretical development is
reviewed in Section 2. Section 3 contains exam-
ples from survey practice and in Section 4 we
discuss the application, or lack of application of
survey models.

2. Survey Models

2.1. Models for variable measurement errors

The work to develop survey models (led by
Indian and American statisticians) concentrat-
ed on sampling variance and measurement vari-
ability. Two important sources of measurement '
variability were identified early:

a) the error that depends on the tendency of
the interviewers (or enumerators or observ-
ers, depending on the data collection mode)
to affect the respondent’s answers, and

b) the error that emerges from the fact that the
answers to a question can be different if the
same respondent is asked the same question
on different occasions.

There has not yet emerged a common nomen-
clature for these sources of error. In this sec-
tion, I refer to them as interviewer error and
respondent error, respectively. It should be
noted that the respondent error includes some
of the effect of the interviewer error if different
interviewers ask the same questions on the two
occasions.
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In the United States, Rice (1929) showed
that the interviewers’ own attitudes affected the
respondents and could lead to a response error.
There was an urgent need to measure this type
of error at the U.S. Census Bureau. The data
collection in the Decennial Censuses of Popula-
tion and Housing was conducted by thousands
of temporarily employed interviewers whose
skills could vary considerably. This type of er-
ror was also well-known in India, e.g., in the
crop surveys where the observers might classify
the same field very differently.

The modeling of the interviewer error was
done somewhat differently in different agen-
cies. Central to the U.S. Census Bureau’s mod-
el was that each interviewer generated clusters
of responses. Then, by allocating a random
subsample to each interviewer, the error could
be measured by a cluster sampling (variance)
formula. The situation here differs, howéver,
from that in cluster sampling. In cluster sam-
pling, the correlation seen in the data reflects
the correlation that exists in the population. In
the U.S. Census Bureau’s model, on the other
hand, the correlation is a result of the observa-
tion and data collection process. This error
component was called the correlated response
variance. In India and in some other agencies
in the United States, this error was regarded as
a bias due to the interviewer (or the observer).
The interviewers were considered a simple ran-
dom sample from a population of interviewers.
The variance among the biases associated with
these interviewers in the population was often
called the interviewer variance. This variance
component could then be estimated from the
sample of interviewers. The interviewer vari-
ance is often regarded as identical to the corre-
lated component of the response variance ac-
cording to the Census Bureau model. This is
only approximately true, however, since, theo-
retically, the correlated component of the re-
sponse variance can take on negative values.

The modeling of the respondent error was
also done differently at different agencies. At

the U.S. Census Bureau the random nature of
this error was discussed early (see Palmer
(1943), and Deming (1944)). In the model de-
veloped at the Census Bureau it was assumed
that an answer to an interview question is
generated by a random process. As a conse-
quence — even a response from a given respon-
dent to a given interviewer has a probability
distribution. A similar situation is assumed in
Sukhatme (1954) and Sukhatme and Seth
(1952) and probably also in Mahalanobis
(1946), although Mahalanobis does not explic-
itly describe a survey model as we have defined
it here. Another way of modeling the respon-
dent error is to assume that only one answer is
possible for each respondent-interviewer-ques-
tion combination. A given respondent could,
however, provide different answers to the same
question to different interviewers. The stochas-
tic element in a survey model with this assump-
tion is entirely due to the sampling processes
and the allocation of respondents to interview-
ers. Both interviewers and respondents are usu-
ally regarded as sampled from large popula-
tions. One can interpret the survey model de-
scribed by Stock and Hochstim (1951) as based
on this deterministic approach. The same goes
for the later model by Murthy (1967) and the
conceptual discussion in Zarkovich (1966).

The models for the total survey error, which
considered the sampling error and the two vari-
able measurement error types described above,
were usually formulated according to two basic
ideas. The Census Bureau used a mean square
error decomposition approach founded in sam-
pling theory, while other agencies used a linear
model approach founded in the analysis of vari-
ance (ANOVA) technique.

2.1.1. The mean square error decomposition
approach

The Census Bureau model assumes a set of
general conditions under which the survey is
conducted. The survey is regarded as one trial
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from among a large set of conceived repetitions
of the survey under the same general condi-
tions. This means that a measurement derived
from the survey has a well-defined, but un-
known, probability distribution. The model
postulates the existence of a true value, x, for
each sampling unit. We denote the measure-
ment for the ith element at the rth trial by y,,.

Now, the conditional expected value of y; over
all possible samples that include the ith element
and all possible trials that have resulted in such
a sample, is

E(yl)=Y,. 2.1)
The difference between the observation on the
ith unit in a particular survey and the condition-
al expected value of that unit is

dy=y,—Y;.

d, is called the response deviation.

Assume now, that in a specific trial, ¢, the
population mean, X, is to be estimated by y,,
the sample mean from a simple random sample
of n units. Then the total error y,— X is meas-
ured by MSE(y,), which can be decomposed as:

MSE(y,) = 03/n + o[1 + (n — 1)e}/n
+2(n—1) ogg/n + B~ 2.2)
In (2.2), the first term is the sampling variance
of y,, defined as the variance among the Y;-
values in the population, divided by n. The
second term is the response variance, defined
as the variance of d,, the average of the re-
sponse deviations for the sample. This term can
be further decomposed into the simple re-
sponse variance, o&/n, (which is the error com-
ponent corresponding to the respondent error)
and the correlated response
o(n —1) o%/n. Here, g is the intraclass correla-
tion coefficient among the response deviations
for a trial (survey), defined as

variance,

o= E(d,, d,)lok, =i
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It is important to recall that the sampling vari-
ance measures variations caused by the sam-
pling process, while the response variance mea-
sures variations assumed to characterize the
measurement operation. The third term in
(2.2) is the covariance of the response and
sampling deviations, which is normally regard-
ed as very small — it is zero for a complete
census. The fourth term, finally, is the squared
bias.

An important feature of the model is its
broad applicability. It may be applied to any
sequence of survey operations, i.e., either the
full sequence or a subset of operations (for
instance, interviewing and coding). Applied to
the full sequence, the response variance reflects
contributions from all operations such as inter-
viewing, coding, editing, and so forth. Applied
to coding alone, the response variance reflects
only coding and the response variance becomes
a coding variance. Analogously to (2.2), coding
gives a contribution to the MSE of the form

oY1+ (n—1)oc)n + BE. 2.3)

For surveys with interviewers, the correlated
response variance may be especially large. It is
then important to note that this component
does not decrease when the number of sampled
units within an interviewer’s assignment in-
creases. Hence a relatively low value of ¢ can
have a considerable effect on the total response
variance and also on the total MSE. This is
readily seen if the correlated response variance
is assumed to depend entirely on the interview-
ers (i.e., on the “interviewer error” described
in Section 2.1). The response variance is then
given by

ox[1+e(m—1)/n, (2.4)

where m is the (average) number of respon-
dents assigned to an interviewer.

The Census Bureau survey model was first
presented in Hansen, Hurwitz, Marks, and
Mauldin (1951). In this paper, Hansen et al.
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assumed that the correlated response variance
depends entirely on the interviewers. They
showed that the correlated component of the
response variance could be estimated by means
of interpenetrating subsamples. They also
showed that the common textbook estimator of
the sampling variance of y, actually estimated
the sum of the sampling and simple response
variances. During the 1950s, the model was
further elaborated on and eventually presented
in the two widely recognized papers by Hansen,
Hurwitz, and Bershad (1961) and Hansen,
Hurwitz, and Pritzker (1964). In these papers,
the correlated component of the response vari-
ance was defined as dependent not only on the
interviewers, but on all field personnel. The
correlation between answers to different inter-
viewers was permitted to be nonzero, reflecting
the possible correlations arising from supervi-
sors, coders, editors, keyers, etc. The above
assumptions apply to (2.2).

In Hansen et al. (1964), an estimator of the
simple response variance for 0,1-variables was
presented. This estimator was derived under
the assumption that independent repeated
measurements of the sampled units were con-
ducted. In this case the original survey and its
replication (the reinterview) were assumed to
be two independent randomly selected trials.
Now the gross difference rate,

n
8= izl(yil -y, (2.5)
divided by two, can be shown to be an unbiased
estimate of ok/n. Hansen et al. (1964) defined
an index of inconsistency as the ratio of the
simple response variance to the total variance
of individual responses, o2, that is

=}l (2.6)

For a Bernoulli random variable with parameter
P, the total variance o} is P(1 — P). An estimator
of the numerator is then g/2. The denominator
may be estimated by y(1 —y,), t=1, 2. Here y,
is the proportion of sample units that belongs to

the category of study in trial ¢ data from either
trial 1, or trial 2, or from both trials may be used).
Obviously, the index takes values between 0 and
1. Low values of the index indicate that the
measurement process is under control.

The two procedures for estimating error
components mentioned above, interpenetra-
tion and repeated measurements, are the basic
methods available in the estimation process.
Fellegi (1964) demonstrated how the two pro-
cedures could be combined. In his notation, the
assignment of the jth interviewer is Sy, Sj(2),
j=1, ...k, where Sj and Sj. are randomly
allocated assignments for the jth interviewer in
the original and reinterview surveys, respec-
tively. Sj;) and Sj) are not the same for a
given interviewer. The model is similar to the
Hansen, Hurwitz, and Pritzker (1964) model
but differs in that the conditional expected val-
ues of a measured value y;;, given a respondent,
i, and an interviewer, j, over the trials need not
be the same for the original survey and the
reinterview. Fellegi’s data collection design ac-
comodates the definition of several types of
correlation among the response deviations.

Bailar and Dalenius (1969) demonstrate the
potential usefulness of the procedures interpen-
etration and repeated measurements. The pro-
cedures are reviewed (also in combination) in
several basic study schemes aiming at estimat-
ing different variance components in the Cen-
sus Bureau model. The study schemes are clas-
sified according to repetition and interpenetra-
tion in two dimensions, called the sample di-
mension and the trial dimension. Repetition in
both dimensions is characterized by the use of
the same sample and the same field personnel
(e.g., interviewers and coders) in a replicated
study, repetition in the sample dimension com-
bined with interpenetration in the trial dimen-
sion implies the use of the same sample and
different field workers in a replicated study,
etc. Some of the study schemes are even more
sophisticated than Fellegi’s, but these schemes
are also more difficult to implement.
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Sometimes, when interpenetration or repeti-
tion cannot be applied in a survey, data from
other surveys are used instead. For example,
data from a match between a labor force survey
and a census with labor force items may some-
times be analyzed as if they were reinterview
data. Moreover, data from two independently
conducted surveys with similar questions and
data collection procedures on the same popula-
tion may be treated as if interpenetration had
in fact been applied (see Tepping and Boland
(1972)).

Repeated measurements can also be used to
estimate the bias component. The measure-
ments must, however, be carried out with a
preferred procedure that can be assumed to
provide data close to the true values.

Murthy (1967) and Des Raj (1968) present
variance decomposition models. They both ar-
rive at expressions of the variance of the sam-
ple mean that are similar to the Census Bureau
model decomposition, although their compo-
nents have different definitions. Murthy con-
ceives of the survey as having two steps of
randomization:

i. a sample of population elements, s, and
ii. a sample of survey personnel, r.

He defines y;; as the value obtained by the jth
interviewer for the ith element. Since Murthy
assumes the deterministic response model de-
scribed in 2.1, this value is not a random vari-
able. He gives the following expression for the
variance of the sample mean, y:

V() =o%n+ di[1+ (m—1) g)n,

where the terms are called sampling variance,
simple or uncorrelated response variance, and
correlated response variance, respectively. The
names are the same as the names of the compo-
nents of the Census Bureau model, but they are
not the same components; the response devi-
ations are defined differently.

Contrary to Murthy, Des Raj defines the
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observed value y;; as a random variable. In his
design the interviewers are allocated randomly
to primary sampling units which have been se-
lected with probabilities proportional to size.
Thus, Des Raj is the first to present a survey
model based on a PPS sampling design.

2.1.2. The linear model approach

Linear survey models may also be constructed
in many different ways. The models emerged
from the analysis of variance theory. In the late
1930s and early 1940s, the Indian Statistical
Institute was the first to use ANOVA-type mo-
dels in survey practice. Under the leadership of
P.C. Mahalanobis sampling designs for crop
surveys with embedded experiments based on
interpenetrating subsamples were developed.
The purpose of these experiments was to con-
trol the individual investigator bias that had
been encountered in surveys where different
investigators had unknowingly been allotted
the same fields.

One of the first examples in the literature of
measuring the overall error by means of linear
survey models was provided by Stock and
Hochstim (1951). The authors seem to assume
the deterministic response model as mentioned
above, i.e., only one answer is possible for each
respondent-interviewer-question combination.
In this application, the deterministic model pre-
supposes a population of N respondents and a
population of K interviewers. Then, assuming
that each interviewer, j, interviews each re-
spondent, i, in the population, the data gener-
ating process may be modeled in the following
way:

y'l=y+ll + e,~j, i=1, ..
where
y.. is the mean of all N X K observations,

I; is the individual interviewer bias for inter-
viewer J, i.e., the difference between y.. and
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the mean of the N observations, y. j» of inter-

viewer j, and,

¢;; is the deviation between the observed val-
ue and y.. + I; when interviewer j interviews
respondent i.

It is assumed that no correlation is present
between I and e. The survey design is such that
an interpenetrated subsample, drawn by simple
random sampling, is randomly allotted to each
of k interviewers. The interviewers are sampled
by simple random sampling from a population
of K interviewers.

Now, if assuming that the sampling fractions
are small, the variance of the sample mean, y,
is approximately:

V (y) =o%k + o2/n,
where n is the total sample size.

of is the variance among the [s, defined by
=K (5.,—y..)/(K-1). This is the interviewer
variance mentioned in Section 2.1, and it is
present in most ANOVA-type survey models
(although it may be slightly differently de-
fined). o?is the variance between respondents
within interviewers, averaged over all inter-
viewers. o¥n is the sampling variance and
would be the total variance under the model if
there were no interviewer effects. Note that the
model does not take into account the existence
of true values.

Sukhatme (1954) presents a linear survey
model different from the Stock and Hochstim
model in that (i) the existence of true values is
assumed, and (ii) one of the error components
(and thus y;) is regarded a random variable.
Like Stock and Hochstim, Sukhatme assumes
finite populations of N respondents and K in-
terviewers. He lets

Yij =X+ o + g,

where x; is the true value. o; is defined as “‘the
bias of the jth enumerator in repeated observa-
tions on all units.” a; is very close — if not

identical — to I; in the Stock and Hochstim
model. g; is the random deviation of the re-
ported value from x; + a;. It is assumed that the
g;s are independently distributed with mean 0
and variance o? for all i=1, ..., Nand j=1,
...,K. Assuming the same sampling and mea-
surement design as in the above description of
the Stock and Hochstim model, Sukhatme de-
rives the following expression for V(y):

V@) =
o (1/n — 1N) + o> (/k — 1/K) + o¥n,

or, if N and K are large:
V () = (02 + o?)/n + o%/k

o? is the variance among the true values in the
population. It cannot be estimated separately
from o? with Sukhatme’s design. Sukhatme
shows that the mean square between observa-
tions within enumerators is an estimator of the
sum of o2 and o?. This result is similar to the
finding that the common sampling variance
estimator estimates the sum of the sampling
and simple response variances in the Census
Bureau model. However, the components are
differently defined in the two models. o? is,
analogously to o? above, defined as
=f (0;—a)%(K—1), where & ==K o;/K.

Sukhatme also derives the correlation, g’,
between responses obtained by the same inter-
viewer. If the finite population correction is
small, the variance of a single observation is
approximately o, = o’ + 0%+ 6. An approxi-
mate expression for @’ is

Q' =0y/a} = a%/[ ol + o+ 0?),
which gives V(y) = 0§ [1+0'((nk) =1)Vn.

A similar model is presented by Kish (1962),
who, however, pools the x and & components.
The reason for this is that (as is mentioned
above) the variance components o2 and o? can-
not be estimated separately with Kish’s (or
Sukhatme’s) design since it does not include
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repeated measurements. Kish’s model can be
written

i = Vi + ¢,
where y;;' = x; + g;. The definitions of the com-
ponents seem to be the same as in the Suk-
hatme model. The intraclass correlation, o*,

between responses obtained by the same inter-
viewer is defined as:

Q* =57/ (53 + 53), 2.7)

where s? and s? are the sample estimates of the

variance between interviewers and within inter-
viewers, respectively.

The Sukhatme (1954) model is a simplified
version of the model presented in Sukhatme
and Seth (1952). The latter model allows sever-
al observations on each unit and an interaction
between the interviewer and the respondent.

The above linear models are based on the
assumption that the expected values of the
measurements do not depend on the sample.
This assumption is usually not made in the
variance decomposition models. E.g., the Cen-
sus Bureau model takes the covariance be-
tween of the response and sampling deviations
into account, see the third term in (2.2).

2.1.3.
ability

Other models for measurement vari-

There are other approaches to developing sur-
vey models for surveys intended to estimate
proportions in the presence of classification er-
rors. In these models, the key concept is what is
called misclassification probability. Assume,
for example, that the true value, x;, for unit i is
1 if i belongs to some category, say C, and 0
otherwise. Errors that give rise to the misclassi-
fication of a unit are considered. The survey
procedure is assumed to generate a stochastic
variable y;, such that

cp=Pr (y,'=]. lx,~=0), and
9=Pr(y,-=0|x,~=l),i=l, ,N
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¢ and 0 are the misclassification probabilitites.

Casady (1966) derived two such survey mo-
dels for the analysis of reinterview data in the
Health Interview Survey conducted by the U.S.
National Center for Health Statistics. Casady
defined the “within element response variabil-
ity”” and an index of inconsistency and present-
ed estimators of these parameters using the two
models. The models differed in that the mis-
classification probabilities in the first model
were assumed to be constant over different
trials while the misclassification probabilities
were permitted to vary between trials in the
second model.

Swensson (1969) showed that the first Ca-
sady model could be regarded as a special case
of the Census Bureau model (only the sampling
variance and the simple response variance are
regarded — the correlated response variance
cannot be studied under the given definition of
misclassification probabilities).

The misclassification approach was discussed
in Cochran (1968), who defined the misclassifi-
cation probabilities as dependent on the unit.
Bailar and Biemer (1984) showed that the mis-
classification probabilities can be formulated as
dependent on both the unit and the operator
(i.e., an interviewer, coder, supervisor, etc.).
This allows a correlated measurement error
component to be estimated using the misclassi-
fication probability approach.

2.2.  Survey models for systematic errors

Systematic errors are normally studied by com-
paring the survey data to preferred data. High-
er quality data are usually obtained from rein-
terviews or record checks. The method allows
an estimation of the bias term as it appears in,
e.g., the Census Bureau model (see formula
2.2). This term has been extensively studied
within the U.S. census evaluation programs.
In addition to the Census Bureau work on
survey models, bias models were developed for
specific survey situations. Kish and Lansing
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(1954) developed a model for the case where
not only the observed values but also preferred
values, obtained from a preferred data collec-
tion procedure, are available. These preferred
values were, however, not regarded as good as
the true values. This model was to estimate the
error in a study of the market value of houses, a
study that was part of the 1950 Survey of Con-
sumer Finances in the United States.

The well-known randomized response model
presented by Warner (1965) can be regarded as
a survey model since it takes into account dif-
ferent error sources. In Warner’s model, re-
sponse errors with known probabilities are in-
tentionally introduced to eliminate nonre-
sponse and erroneous answers to sensitive
questions. This technique makes it possible to
construct unbiased maximum likelihood esti-
mators of population means and totals.

The connection between survey models and
randomized response models is even more evi-
dent in the paper by Abul-Ela, Greenberg, and
Horwitz (1967), who extended the Warner
model to a trichotomous randomized response
model. Contrary to the Warner model, the re-
spondent is assumed to tell the truth with a
probability that is allowed to be less than 1 in
the Abul-Ela et al. model.

3. Use of the Early Survey Models

Several aspects of survey quality work have
been affected by the use of early survey mo-
dels. These models have been used in regular
surveys, in evaluation studies, and in develop-
ment work. In addition, the early survey mo-
dels provided a conceptual framework that has
completely permeated survey practice. The
simple and correlated components of the re-
sponse variance, the interviewer variance, and
the index of inconsistency have become well-
known and useful concepts, often theoretically
discussed in technical reports even in cases
where the models have not been explicitly ap-
plied.

In this section we will give concrete examples
of work on data quality, guided and inspired by
the early models presented above. The exam-
ples are confined to the models described in
Sections 2.1.1-2.1.2, which are the most fre-
quently used. It should be emphasized that the
list is by no means a comprehensive review of
the quality work guided and inspired by these
models.

For each of the two main approaches for
formulating survey models, the MSE decompo-
sition approach and the linear model approach,
we saw that different survey models may be
developed. However, the two approaches can
lead to very similar models which can be used
for decomposing the total error into similar
components, the same estimators of these com-
ponents are used and, consequently, also the
same data collection designs. The choice be-
tween different approaches is then probably
more dependent on the way the statistician is
used to structuring statistical problems than on
other considerations. There is a difference in
the use of the approaches. In the quality work
performed by governmental agencies, the mean
square error decomposition approach is by far
the most common. Probably, the large-scale
work with these models at the U.S. Bureau of
the Census and Statistics Canada has influ-
enced this decision. The linear models are more
frequently used in research work on interview-
er effects conducted in survey agencies outside
the national bureaus.

3.1. Models based on mean square error
decomposition

Not very surprisingly, the most extensive qual-
ity work based on survey models has been con-
ducted at the U.S. Bureau of the Census. The
bulk of the work has been done within two of
the Bureau’s major projects: the Decennial
Census of Population and Housing and the
Current Population Survey.



50

A continuing program of research, evalua-
tion, and experimental studies has been con-
ducted as a part of the censuses and during the
intercensal periods. The results of the 1950 cen-
sus experiments led to important changes in
procedures adopted for the 1960 census. In one
of these experiments, a set of interviewer-as-
signment areas was designated. In these areas,
the interviewers’ assignments were randomly
allocated according to the design postulated in
the Hansen et al. (1951) model. This experi-
ment dealt with the variance between and with-
in interviewers. The intraclass correlation of
response errors within interviewers was also
estimated. In U.S. Bureau of the Census
(1985), these intraclass correlations are report-
ed for items such as race, age, educational
attainment, income, etc. Among the items hav-
ing the largest o’s were the not-reported-cate-
gories indicating the influence of enumerators
on item nonresponse rates.

For items that are typically difficult to meas-
ure (i.e., occupation, education, and income)
the correlation was often around .03 (see also
Hansen and Tepping, 1969, p. 11). This seems
small, but when the average size of an inter-
viewer’s assignment is about 700, the factor
[1+ o (m —1)] in (2.4) becomes larger than 20,
leading to a substantial contribution to the total
variance even for a moderate ok These and
similar findings showed that the variability in
the complete census results was as large as if
only a 25% sample had been taken (in the
absence of interviewer effects). This was true
even for areas with populations smaller than
5000 people. These findings along with studies
of the bias and experimental studies of self-
enumeration, etc., led to the following proce-
dural changes for the most difficult items to
measure in the 1960 census:

i. The data collection was based on a 25%
sample.

ii. A self-enumeration procedure was intro-
duced for this sample.

Journal of Official Statistics

The interviewers were, however, still engaged
in the data collection for the 1960 census. Inter-
viewers delivered the questionnaires to the
households and completed them for those
households that did not mail in a completed
form or whose questionnaires were inconsis-
tent. This led to an interviewer influence on the
variance in the 1960 census too. It was much
smaller than in the 1950 census, but, however,
still important for a number of items.

In the 1970 and 1980 censuses, changes were
made in the census-taking procedures in that
the questionnaires were delivered by mail to
most of the population (95 % in the 1980 cen-
sus). The enumerators still had an important
role in the follow-up procedures, and enumera-
tor variance studies were also made in the eval-
uation programs of these censuses.

Within all content evaluation programs of
the censuses from 1950 to 1980, large-scale
reenumeration studies were conducted to ob-
tain estimates of response variance and bias.
The reenumerations were conducted as reinter-
views or as a record match to the Current Pop-
ulation Survey.

The Census Bureau model was also applied
to the coding process, as described above in
formula (2.3). Jabine and Tepping (1973) pre-
sented estimates on the simple and correlated
coding variance components (presented as rel-
variances) for 1960 census data. These were
related to sampling and total response rel-
variances, as well as to response and coder bias
(the latter was based on 1970 census data).

In the Current Population Survey (CPS) a
continuing reinterview program has been con-
ducted since the early 1950s. These studies are
primarily designed to control the field proce-
dures, rather than measuring the simple re-
sponse variance according to the Census Bu-
reau model. Nevertheless, reinterview data are
continually used to derive the index of inconsis-
tency for various items. According to U.S. Bu-
reau of the Census (1978), this measure has an
important role in CPS quality work: “The index
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is used primarily to monitor the measurement
procedures over time. Substantial changes in
the indexes that persist for several months re-
sult in review of field procedures to determine
and remedy the cause.”

Experiments aiming at measuring the corre-
lated components of the response variance are
not conducted in the CPS. Tepping and Boland
(1972) report, however, from a study where
data from the Monthly Labor Survey, carried
out during six months in 1966 concurrently with
the CPS, provided estimates independent of
the regular CPS estimates for several items.
The two estimates could then be used for esti-
mating the correlated response variance com-
ponent. In this paper, Tepping and Boland pre-
sent estimates of the ratio of the correlated
response variance to the sum of the sampling
variance and the simple response variance, i.e.,
in terms of Section 2.1:

(m—1) 0 B3/(ch + 03).

The estimated ratios range between 0.5 and
1.0.

In Canada, the Fellegi model was applied in
an experimental pilot study preceeding the
1961 Canadian Census of Population. The re-
sults were similar to those found in the U.S.
census in that the correlated response variance,
derived as the mean of the correlated response
variances in the two surveys, was ‘“‘several times
as large as the simple response variance for all
except the basic population counts, such as the
number of males, sons, married persons, per-
sons of certain age, etc.” (Fellegi (1964). Fel-
legi concluded that, for most characteristics,
“considerable gains in the total response vari-
ance may be made by reducing the size of the
enumerators’ assignments”. Fellegi argued that
the Canadian Census should use a self-
enumeration procedure. To determine if such a
procedure would increase the simple response
variance, he compared the index of inconsisten-
cy for a self-enumeration survey with the index

of inconsistency for an interview survey. He
used items from the 1960 U.S. census (self-
enumeration) that corresponded to items in his
pilot study for the 1961 Canadian census (inter-
views). Fellegi found that the values of the
simple response variance were rather similar
despite the different procedures. As a result of
these findings, the 1971 Population Census of
Canada was substantially modified. Self-
enumeration was introduced along with a sam-
ple based collection of most census questions.
Later, Krotki and Hill (1978) compared the
Fellegi estimates of the correlated response
variance with the corresponding estimates from
the 1971 and the 1976 Canadian censuses. They
found that for almost all characteristics exam-
ined, the magnitude of the estimates were con-
siderably reduced.

In Spain, an evaluation program of the Gen-
eral Population Survey (which includes, e.g.,
labor force items) has been conducted since the
early 1970s. The program is based on 3000
reinterviews each quarter. The purposes of the
program are to control the work of the inter-
viewers and to evaluate the general quality of
the results. According to Sanchez-Crespo
(1973, 1981), the quality evaluation is based on
the U.S. Census Bureau model. In the 1981
paper, estimates of the total response variance,
the simple response variance, and the correlat-
ed response variance are presented for the vari-
able “unemployed” (the study design used for
estimating the correlated component is, how-
ever, not described). The correlated compo-
nent was found to give the largest contribution
to the total response variance.

In Belgium, a variance decomposition model
for surveys with reenumerations, developed by
Strecker and Wiegert, was applied in the 1979
Census of Agriculture. The application was
limited to one variable, viz., the number of
pigs. A study was conducted which provided
both replicated data on which estimates of the
simple response variance were based, and pre-
ferred data, on which bias estimates were



52

based. The impact of the simple response vari-
ance component was considerable, as the fol-
lowing example (from Strecker, Wiegert, and
Kafka (1984)) shows. The mean square error
was defined as the sum of the simple response
variance, the sampling variance, and the
squared bias. The relative MSE for the esti-
mate of the mean number of pigs per holding
was estimated to 4.61 %. If the relative MSE
for this variable had been defined as the sum of
the sampling variance and the squared bias
only, it would have been 1.92%. Thus the
simple response variance more than doubled
the relative MSE.

At Statistics Sweden, the quinquennial Cen-
suses of Population have been evaluated during
the last decades. An evaluation based on a
survey model is conducted only for labor force
items, though. This is based on two sets of
data. One data set is created by a match be-
tween census labor force items and Labor
Force Survey (LFS) data collected during the
same time as the census is taken. The LFS data
set is then regarded as an independent replica-
tion of the census data. The other data set is
created by a reconciliation of the census-LFS
match and is regarded as preferred data.

Lyberg (1986) reports estimated error com-
ponents for the items “hours/week at work”
and “outside the labor force” for the 1980 cen-
sus data. In general, the simple response vari-
ance is small compared to the squared bias.
This fact together with the assumption that the
correlated response variance is small (because
the census data are collected by mail) has led to
the conclusion that bias is the major problem in
the Swedish population census. However, nei-
ther the impact of the editing personnel on the
estimates nor the impact of other items except
those mentioned above have been studied.

3.2. Linear survey models

In the above mentioned papers by Stock and
Hochstim (1951), Sukhatme and Seth (1952),
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and Kish (1962), examples of studies of inter-
viewer effects are described. In recent years
Kish’s simple model has been frequently used.
The parameter of study in these applications is
the intra-class (or intra-interviewer) correla-
tion, o*, defined by (2.7). The Kish approach is
relatively undemanding in terms of experimen-
tal design and permits comparisons between
studies involving different numbers of inter-
viewers and respondents. We shall review two
examples of such studies.

Collins (1980) reports three experiments on
interviewer variability conducted by the Social
and Community Planning Research (SCPR) in
the United Kingdom. The experiments took
place in Southampton, North Yorkshire, and
Milton Keynes. The questionnaires dealt with
the problems faced by the disabled, environ-
mental preferences, and different aspects on
living and working, respectively. The estimated
interviewer effects (o*) were generally larger in
the Southampton study than in the two other
studies. One possible explanation for this is the
topic of study. Some categories of question are
more prone to interviewer variability than
others. Examples of questions prone to inter-
viewer variability would be questions which the
interviewer is reluctant to ask and the answer is
often imputed from responses given elsewhere
in the interview. Such reluctance can be com-
mon in a study of disability and its conse-
quences. The results from the North Yorkshire
and the Milton Keynes experiments were re-
markably similar, despite the fact that the for-
mer dealt mainly with attitudinal items and the
latter mainly with factual items. This confirmed
results from comparisons reported by Kish
(1962), who could not find any systematic dif-
ferences in @*-values between attitudinal and
factual items.

At the Survey Research Center at the Insti-
tute for Social Research (ISR), University of
Michigan, U.S.A., the Kish model has been
frequently applied in measuring interviewer ef-
fects, first by Kish in studies of factory workers’
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job attitudes. In recent years, Groves and
others have applied the Kish model in various
telephone surveys. Groves and Magilavy (1986)
reviewed nine ISR telephone surveys and the
estimates of o* for 297 survey items. Other
interview surveys were also reviewed in which
similar models for interviewer effects were ap-
plied. The average values of o* were in eight of
the nine ISR surveys under .01, but varied
considerably between different statistics. The
lowest average of o*, .0018, was found in the
survey with the largest interviewer workload,
which, together with other observations, led
Groves and Magilavy to the interesting conclu-
sion that the (Kish) survey model underlying o*
might be further developed to reflect larger
interviewer variability in the initial cases com-
pleted by the interviewers.

Like Collins and Kish in their studies,
Groves and Magilavy did not find any evidence
that factual items as a class are subject to differ-
ent interviewer effects than are attitudinal
questions. Groves and Magilavy also discuss
two issues concerning interviewer effects which
have been largely overlooked in the literature,
namely, the stability of the estimates of o*, and
the causes of interviewer effects.

4. Discussion

In this paper we have reviewed several impor-
tant applications of early survey models. Some
of them, like the U.S. Census Bureau model
and the Kish model, have shown a broad appli-
cability. They have been used not only within
the agency for which they primarily were de-
signed, but also in other contexts with quite
different survey environments. Despite this,
there is reason to ask why survey models have
not been more extensively applied in survey
quality work. After all, outside the United
States, Canada, and perhaps some other coun-
tries, applications of survey models are rare.
Applications do appear in certain experiments
and surveys, but often as a result of a single

researcher’s interest in the field. These scat-
tered applications often concern a small num-
ber of variables only. There are different rea-
sons for this state of affairs.

i. The models do not cover all possible error
sources. The survey models we reviewed in
Section 2 mainly concern content errors
and sampling errors. They do not account
for, e.g., frame errors, coverage errors, and
noNresponse errors.

ii. The models are based on assumptions that
are seldom met in survey situations. For
instance, when estimating the simple re-
sponse variance, a common assumption is
that reinterview responses are independent
of the original answers and have the same
distribution. Bailar and Dalenius (1969)
showed that the simple response variance
component could be estimated even if the
reinterviews and the original interviews
were permitted to be dependent. This,
however, requires a second reinterview sur-
vey, which, for practical reasons, may be
difficult and certainly expensive to imple-
ment. Another example is that the early
models almost always presuppose a simple
sampling design, whereas, in practice, sur-
vey designs are usually much more com-
plex.

ili. The experimental designs necessary for
estimating the components in the early
models are expensive to implement. When
personal interviews are used, interpenetra-
tion of the interviewers’ workloads can be
very costly if the study area is large. This
problem can be diminished if the popula-
tion under study and the population of in-
terviewers are stratified and the model is
applied in each stratum, as suggested by
Sukhatme, or if the populations are
grouped as assumed in the Hansen et al.
(1951) model. However, even these designs
would be expensive for organizations such
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as Statistics Sweden where the interviewers
are spread over the country and work alone
in large areas. Another practical problem
associated with interpenetration of inter-
viewer assignments occurs in countries
where the sampling units are individuals
(and not housing units). Tracking respon-
dents then becomes an important part of
-the interviewers’ work. Since tracking re-
spondents requires good knowledge of the
local environment, interpenetrating could
lead to increased nonresponse problems. In
telephone interviews, the cost problems
with interpenetration can almost be ig-
nored, but the nonresponse problem can-
not. Also, the costs of conducting reinter-
views are considerable since large reinter-
view samples are needed for estimating the
simple response variance component with
an acceptable precision.
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Assessment of Regression Based Disclosure Risk

in Statistical Databases
Michael A. Palley’

Abstract: Regression based disclosure can
threaten the confidentiality of data stored in
statistical databases. This holds true even when
the database employs inference controls. This
article describes database characteristics that
correspond to high and low levels of risk of
regression based disclosure. This leads to
guidelines for the assessment of a statistical

1. Introduction

The U.S. Census Bureau and other agencies
collect data from individuals and later release
the information in aggregate form. The respon-
dent relies on the agency’s promise of confiden-
tiality when providing responses.

It is well known that promises of confiden-
tiality are difficult to keep. Agencies that pro-
vide online statistical databases rely on various
inference controls to maintain the confidential-
ity of collected data.

The literature discusses several inference
controls for statistical databases. These in-
clude: limiting database responses to those with
a minimum acceptable response set size; pro-
viding responses based on a random sample of

1 Associate Professor, Department of Statistics and
Computer Information Systems, Baruch College —
CUNY, 17 Lexington Avenue, Box 513, New York,
N.Y. 10010, U.S.A.

database’s degree of risk. Identification of fac-
tors that contribute to disclosure risk is a first
step in the development of new inference con-
trols.

Key words: Confidentiality; statistical data-
bases; disclosure; database management sys-
tems; security.

the response set, (Denning (1980)); providing
responses based on randomly perturbed (no
bias) confidential data (‘“random data pertur-
bation”) (Beck (1980); Traub, Yemini, and
Wozniakowski (1984)); and multidimensional
transformation of the data matrix (Dalenius
and Reiss (1982); Schlorer (1981)). An exten-
sive discussion of the various existing inference
controls is found in Chin and Ozsoyoglu (1982).

Inference controls offer only limited protec-
tion to the confidentiality of data in a statistical
database. Note that restricting a statistical data-
base’s responses may conflict with the objective
of a statistical database, i.e., to make aggregate
statistical information available. Inference con-
trols attempt to maintain the accuracy of data-
base responses while protecting confidentiality.

When the confidentiality of data has been
violated, “disclosure” has occurred. A method
that can be employed to lead to the disclosure
of confidential data is referred to as a “disclo-
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sure technique.” As will be discussed in this
article, inference controls have only limited
success in maintaining confidentiality when a
regression based disclosure technique is applied
to the database.

To understand the significance of our prob-
lem, it is necessary to further define statistical
disclosure. Duncan and Lambert (1987) de-
scribe four ways to compromise the confiden-
tiality of microdata that are considered in the
literature.

Type I: Identification of a respondent from a
released file (Duncan and Lambert call it an
“identity disclosure”). (Spruill (1983); Paass
(1985); Strudler, Oh, and Scheuren (1986).)

Type II: Obtaining information about a re-
spondent by linking a record to the respondent
(“attribute disclosure”). (Cox and Sande
(1979).)

Type III: Gaining new information about a re-
spondent from released data, even if no par-
ticular record is linked to the respondent, and
even if the new information is inexact (‘“‘infer-
ential disclosure”). (Dalenius (1974).)

Type IV: Disclosure of confidential informa-
tion about a population or model, e.g., the
relationship between employee characteristics
and salary of a group (Palley and Simonoff
(1986)). Duncan and Lambert call these “popu-
lation disclosure” and ‘“model disclosure” re-
spectively.

2. A Statistical Database

Journal of Official Statistics

Duncan and Lambert note that the tax compli-
ance model of the U.S. Internal Revenue Ser-
vice is a potential target for model disclosure.
When a population has relatively few or insig-
nificant outliers, individuals’ confidential data
can be estimated with these models, leading to
inferential (Type III) disclosure as well. These
issues are important for statistical agencies.

It has been shown (Palley and Simonoff
(1987)) that a regression based technique can
lead to inferential disclosure (Type III) as well
as population or model disclosures (Type IV).
The disclosure risk exists even when the online
statistical database disallows the application of
regression methodology. This disclosure tech-
nique has been shown effective even in the
presence of existing inference controls. We
identify characteristics that render a statistical
database vulnerable to regression based disclo-
sure.

We begin with a brief discussion of online
statistical database systems. Section 3 summa-
rizes the technique of regression based disclo-
sure. Section 4 discusses factors that impede
the use of the regression based disclosure tech-
nique. Section 5 presents assessment guidelines
to determine a statistical database’s risk of re-
gression based disclosure. Finally, the impact
on regression based disclosure control is pre-
sented in Section 6.

/ _NAME / AGE / TITLE / YEARS / EDUC / DEPS / SALARY /
/__JONES /32 /__VP / 10 / ___MBA / 3 /45000 /
/__SMITH /40 /___AVP / 10 / BS / 1 /36200 /
/__WATSON /2T /___MGR / 2 /___MBA / 0 /37500 /
/ /
/ /

Fig. 1. A section of a statistical database
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A statistical database contains n records, each
having m fields or “attributes” that contain
values. Figure 1 presents a small section of a
fictional statistical database. Some of these at-
tributes (e.g., NAME) are unique record iden-
tifiers, called “keys” (Denning (1978)). Record
values for keys are shielded by the database
management system (DBMS) in order to pre-
vent identification of described individuals.
Other attributes (e.g., SALARY) contain con-
fidential data. The attribute containing confi-
dential data (referred to as the “confidential
attribute”) which the intruder seeks to disclose
will be called “Xc.”

The statistical database provides aggregate
statistics to the user, for example MEAN SAL-
ARY =35230, MEAN SALARY (WHERE
AGE <30)=32000, etc. The parameters of
the query, in our example AGE <30, is re-
ferred to as the “characteristic” of the query
(Denning (1978)). Note that a characteristic
can involve several non-key attributes. The set
of records that conform to a specific character-
istic is referred to as the “response set.” A
statistical database is assumed to -provide
MEAN, COUNT (e.g., COUNT (where AGE
=30)=35), and STANDARD DEVIATION
(SD of SALARY (where AGE < 30)=5010)
query facilities. A simple technique to turn ag-
gregate database responses into disclosure
might be to identify records having unique
characteristics. For example, the first record in
Fig. 1 is the only record with AGE =32 AND
TITLE = VP AND YEARS = 10. Consequent-
ly, a typical inference control is to refuse to
answer queries whose response set size is one,
or relatively small.

3. Disclosure Using the Regression Based
Technique

The technique of disclosing confidential data in
a statistical database using regression method-
ology is developed, and described in detail in
Palley (1986) and Palley and Simonoff (1987).

Basically, a regression model is derived from
the statistical database. The attribute storing
confidential data serves as the dependent vari-
able in the regression. Non-confidential, non-
key attributes are candidates as predictor varia-
bles for the regression model. The model is
built under the assumption that the DBMS pre-
cludes the direct application of regression
methodology to the database. Hence the in-
truder must apply regression methodology us-
ing indirect means.

Based on the intruder’s knowledge of predic-
tor variable values (non-confidential “supple-
mental knowledge”) relating to the individual
whose confidential data is the “target,” a statis-
tical estimate of the target’s confidential attri-
bute value can be made. Disclosure of confi-
dential data within a range of values constitutes
inferential disclosure of the statistical database
(notably Beck (1980); Traub et al. (1984); Den-
ning (1978); Dalenius (1977); and Loynes
(1979)). The following is a brief discussion of
this technique.

3.1. The disclosure technique

Regression based disclosure involves three
steps: selection of candidate predictor varia-
bles, generation of characteristic based queries,
and derivation of what is called a “synthetic
database.” A synthetic database will exhibit
regression relationships that mimic the statisti-
cal database. It is created using legitimate
means, i.e., the technique does not violate any
of the database’s inference controls. Since the
statistical database precludes application of re-
gression methodology, the disclosure technique
circumvents this control through derivation of a
“synthetic”’ database.

3.1.1. Selection of candidate predictor
variables

The technique begins with the selection of the
confidential attribute of interest. Other useful
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preliminary information is the list of database
attributes and the number of records in the
database. Henceforth, the statistical database
will be referred to as the “actual database” (to
be differentiated from the synthetic database).
The intruder must then select a set of candidate
predicator variables for the regression model
from the non-key, non-confidential attributes.
Selection is made on the basis of assumed attri-
bute relationships or known correlations be-
tween attributes. For each candidate predictor
variable, the intruder queries the actual data-
base to create a histogram (i.e., a frequency
distribution of values for each candidate predic-
tor variable).

3.1.2. Generation of characteristic based que-
ries

Once frequency tables are formed for each can-
didate predictor variable, the intruder random-
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ly generates a value for each variable, based on
the variable’s frequency distribution. A combi-
nation of single values for each candidate pre-
dictor variable will constitute a characteristic.
Each characteristic is used to generate three
queries of the actual database, MEAN,
COUNT, and STANDARD DEVIATION
(SD). As an example, referring to Fig. 1, a
possible characteristic might be (AGE = 3540,
TITLE = AVP, YEARS=17, EDUC=BA,
DEPS =2). Let us call this characteristic P1.
This characteristic is used to query the actual
database: MEAN SALARY WHERE P1; SD
SALARY WHERE P1; COUNT WHERE P1
(called F for frequency). The characteristic and
responses to these queries are logged onto a
table called the “interim tuple table (ITT)”
(see Fig. 2). The strategy is repeated multiple
times until an adequate percentage of database
records are described. What constitutes an ade-
quate percentage is a research issue and is dis-
cussed in Section 4.

AGE / _TITLE / YEARS / EDUC / DEPS / SALARY / SD [/ F
3540 / AVP / 17 / BA / 2 /32171 /8011 / 3
40-45 / AVP / 18 /___MBA / 1 /42131 /2019 / 8

~NNNIN N

~~ i~~~

Fig. 2. Interim tuple table

3.1.3. Synthetic database derivation

The next stage of the technique is the deriva-
tion of the synthetic database. Once created,
the synthetic database is available for regres-
sion analysis, or any other type of analysis that
the intruder desires. Creation of the synthetic
database from the ITT proceeds as follows. The
pooled variance (szpm,,cd) of the ITT is derived,

based on our standard deviation findings for
each query response. Each ITT record is copied
F times into the synthetic database. For each of
the F copies, we vary the value for its confiden-
tial attribute by adding random normals distrib-
uted over (0, Spoolea) to its mean value (from
the ITT). The pooled variance is utilized since
we seek to simulate the overall variability of
the actual database in the synthetic database.
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Interim Tuple Table

Characteristic )
AGE/TITLE/YEARY/ ... Xc SD F
3540 AVP 17 ... 32171 5011 3

Fig 3. Transformation into the synthetic database

The synthetic database is complete when all of
the records in the ITT have been transformed
in this way. Regression based disclosure now
applies stepwise regression analysis directly to
the synthetic database. This regression model,
referred to as a “‘disclosure model,” is used to
estimate values for the confidential attribute.
The estimate is based on the intruder’s supple-
mental knowledge of the non-confidential attri-
bute values for the target individual.

It should be noted that despite the seeming
complexity of the approach, the technique
could be applied rather easily with the use of a
microcomputer. Characteristic generation, and
logging the responses onto the ITT occur inde-
pendently of the actual statistical database. The
only points of contact between the intruder and
the actual database are the initial building of
frequency distributions, and the characteristic
based querying of the database. All other func-
tions could be performed on a stand-alone mi-
crocomputer at the intruder’s convenience.

3.2. The technique as a threat to confidentiality

Palley (1986) and Palley and Simonoff (1987)
reported the results of validation of this tech-
nique. Regression based disclosure was at-
tempted on several subsamples of the 1980
U.S. Census Microdatabase C-sample for the
State of New York. Each of these subsamples
was treated as a statistical database. The attri-
bute FAMILY INCOME was considered to be
confidential. Characteristic-based queries were
applied to the actual databases using our tech-
nique. The specific findings are lengthy, and
are recounted in detail in Palley and Simonoff
(1987).

Synthetic Database

Characteristic

AGE/TITLE/YEARS ... Xc
= 35-40 AVP 17 ... 29315
= 35-40 AVP 17 ... 37208
= 35-40 AVP 17 ... 35211

The analysis considered the following crite-
ria. (a) The degree to which the synthetic data-
base resembled the actual database. This was
determined by cross-validating the synthetic
database derived disclosure model against the
actual database. (b) The quality of estimates of
confidential data produced by our disclosure
model. Regression based disclosure was found
in our analysis to be an effective threat to statis-
tical database confidentiality.

Palley and Simonoff (1987) found that the
regression based disclosure technique per-
formed well even in the presence of inference
controls. It was shown theoretically that in situ-
ations where the “random sample queries”
(Denning (1980)) and multidimensional trans-
formation (Dalenius and Reiss (1982)) controls
were employed, there was no effect on the
performance of the regression based disclosure
technique.

It was demonstrated empirically that the con-
trol of refusing to answer queries with small
response sets had no significant effect on re-
gression based disclosure. This held true until
the minimum response set size was set to a
threshold level, relative to the size of the data-
base. It was also shown that at the same thresh-
old level, accurate aggregate statistics would be
withheld from legitimate users. Therefore, in
reality the control offered no protection. Final-
ly, random data perturbation was empirically
shown to have little effect on the performance
of the regression based disclosure technique. In
fact, the research derived an adjustment factor
to filter any bias that the perturbation may
have added to the synthetic database (assuming
the perturbation level of the actual database is
known).
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These controls failed since they preserve the
overall statistical characteristics of the data-
base. These controls must permit the database
to answer queries without significantly distort-
ing the responses. If responses are significantly
distorted, the database will fail to provide accu-
rate data to legitimate users. As long as accu-
rate responses are provided by the database,
regression based disclosure can occur, regard-
less of these inference controls.

4. Complicators of the Regression Based
Approach

This research identifies factors that complicate
disclosure of confidential data in a statistical
database using the regression based technique.
Knowledge of these factors will assist us in the
evaluation of the disclosure risk of statistical
databases. Future research based on this work
may suggest new inference controls that can
deter regression based disclosure.

Disclosure using the regression based tech-
nique requires the existence of a regression
relationship in the actual database. This regres-
sion relationship must significantly describe the
confidential attribute. The lack of such a statis-
tical relationship will render the disclosure
technique harmless. We proceed while assum-
ing the existence of this relationship.

The major factors that complicate disclosure
using the regression based technique are: (a)
combinatorial explosion of possible characteris-
tics, (b) uniform distribution of actual database
records corresponding to the possible charac-
teristics, and (c) minimum response set size
that is large relative to the actual database. All
of these factors eventually lead to an ITT that
describes little of the actual database. Creation
of a synthetic database from such an ITT will
result in a synthetic database, and consequently
a disclosure model, that bears little resem-
blance to the actual database. These factors are
now discussed in detail.
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4.1. Combinatorial explosion of possible char-
acteristics

Regression based disclosure begins with the
querying of the actual database to build histo-
grams of candidate predictor variables. The
next step is the random generation of charac-
teristics used for querying the actual database.
Combinatorial explosion, used here, is the
presence of a large number of possible charac-
teristics relative to the actual database size. For
example, if a characteristic consists of attri-
butes AGE (perhaps 50 possible values), TI-
TLE (10 possible values), and YEARS-WITH-
FIRM (30 possible values), then there would be
15000 potential characteristics. The number of
combinations worsens drastically with each ad-
ditional attribute being used in a characteristic.
When there are a large number of possible
characteristics relative to the actual database
size, few database records (i.e., individuals de-
scribed in the database) will conform to any
given characteristic, hence small response set
sizes. If an inference control that prevents re-
sponses to queries with small response sets is
employed, many of these queries to the actual
database will go unanswered. Even if the small
response set queries are answered, the margin-
al value of asking these queries is relatively
low. Considering the risk of detection related
to asking many queries, the combinatorial ex-
plosion problem is potentially detrimental to
the regression based disclosure technique.
There are two possible causes of combinator-
ial explosion. The first is the presence of many
predictor variables in the regression model that
exists in the actual database. An intruder’s
strategy would be to utilize best subset regres-
sion in order to limit the number of variables in
the model. However, when a regression model
has many predictor variables that each contri-
bute relatively little to estimating the confiden-
tial attribute (measured by R?), best subset
regression would not be helpful. In addition to
combinatorial explosion, a large set of predic-
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tor variables requires that the intruder have a
great deal of non-confidential data (supplemen-
tal knowledge) about the target in order to
exploit the disclosure model. The more supple-
mental knowledge missing, the less useful the
disclosure model will be for inferring an indivi-
dual’s confidential data.

Wide domains of predictor variable values
would also contribute to combinatorial explo-
sion. An intruder’s strategy to remedy this
would be to cluster values into subsets, e.g.,

AGE: 3540 ... However, some continuous
variables may have wide value ranges that will
not form meaningful clusters.

4.2. Interim tuple table insufficiency

Combinatorial explosion will lead to an insuffi-
cient ITT. By insufficient, we mean that the
ITT accounts for a small number of actual data-
base records relative to the actual database
size.

DATABASE SIZE 374 752 /
PCTG OF RECORDS /
ACCOUNTED IN ITT 63% 50% 30% 20% / 68 % 61% 52 % 47% 41% /
/

PREDICTIVE R? /
47 42 42 -.08 / 44 42 42 .39 25/

Fig. 4. Relationship of ITT records to predictive R?

Figure 4 emanates from the Palley and Simon-
off (1987) study of two U.S. census subsamples.
It is presented for the first time here. As the
regression based disclosure technique was ap-
plied, the problem of ITT insufficiency was
demonstrated. Various ITTs were created from
each of two statistical databases. The number
of possible characteristics (number of attributes
in a characteristic; and number of possible val-
ues for each of the attributes in a characteristic)
varied in the creation of each of these ITTs.
The different number of possible characteristics
led to ITTs that accounted for different per-
centages of records from their respective actual
database (middle row of Fig. 4). These ITTs
were employed to create disclosure models.
The last row of Fig. 4 indicates the quality of
the disclosure model derived from each syn-
thetic database, as applied to the actual data-
base, measured as predictive R2.

Predictive R? is a measure of the fit of a
regression model created on one set of data as
applied to another. The formulation for predic-
tive R? is:

_ Residual sum of squares
Total sum of squares

A “perfect” disclosure model would have no
residual sum of squares, and therefore have a
predictive R? of 1. Since this disclosure model
is being applied to a different set of data than it
was created on, predictive R? can potentially be
negative (as seen in Fig. 4). This would be true
if the disclosure model is a worse estimator of
confidential values than the sample mean.
Figure 4 indicates a relationship between the
percentage of database records described in the
ITT and the quality of a derived disclosure
model. We observe a decline in quality of the
disclosure model (measured by the predictive
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R?), as the percentage of actual database re-
cords described in the ITT declines.

Part of the reason that ITT insufficiency
leads to a poor disclosure model is that an
insufficient ITT leads to a synthetic database
that has low variability of the confidential attri-
bute. Those ITTs that described relatively few
actual database records led to disclosure mo-
dels that described their synthetic database ex-
tremely well (R?=0.8). However these disclo-
sure models were very poor descriptors of the
actual database, hence they had no utility to
the intruder.

Two other factors may result in an insuffi-
cient interim tuple table, namely uniform distri-
bution of actual database records correspond-
ing to the possible characteristics, and a large
minimum response set size control.

4.3. Uniformly distributed characteristic
distributions

Disclosure through this technique presupposes
that individuals described in the database tend
to cluster among a relatively limited subset of
the possible characteristics. The regression
based technique acts to capture those charac-
teristics that describe a large proportion of the
records in the database. For example, let us
assume that there are ten thousand records in a
statistical database. We will also assume that
there are one thousand potential characteris-
tics. Regression based disclosure works rela-
tively well if the database records cluster non-
uniformly among a subset of those characteris-
tics. However, if the records cluster uniformly
among most of the characteristics, it will take a
prohibitive number of database queries in or-
der to build a sufficient ITT. Furthermore, if
there is a uniform distribution, the typical re-
sponse set size will be relatively small. This
could cause problems if there is a minimum
response set size.

The intruder’s strategy would be analogous
to the strategy for combinatorial explosion: to
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reduce the number of possible characteristics
(i.e., by reducing the number of attributes com-
prising a characteristic, or by grouping charac-
teristic attribute values), hoping that distribu-
tions among these fewer combinations of char-
acteristics are less uniform. However, if data-
base records remain relatively uniformly dis-
tributed among the new possible characteris-
tics, the intruder will not be able to solve this
problem.

4.4. High minimum response set size

If a statistical database employs an inference
control that refuses queries with a minimum
response set size that is large relative to the
database size, many queries will go unan-
swered. This will result in ITT insufficiency. It
is noted that the strategy of raising minimum
response set size past a point is a “two-edged
sword.” The strategy will protect against re-
gression based disclosure, but only at the ex-
pense of failing to provide the legitimate user
with useful aggregate statistics.

5. Risk Assessment Guidelines

At this stage, we seek to assess the risk of
regression based disclosure for a statistical da-
tabase. The assessment guidelines generally
parallel our discussion of the complicators of
disclosure. A diagram of factors that contribute
to the risk of regression based disclosure is
presented in Fig. 5.

Here risk is described qualitatively. There
currently exists no means of quantifying the
relative risk level. It is proposed that agencies
that provide online statistical database facilities
can assess the level of regression based disclo-
sure risk by answering the following.

A. Does a regression relationship exist in the data-
base, with a confidential attribute acting as de-
pendent variable?
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A Existence of a regression model

C Non-uniform clustering among
the characteristic combinations

RISK

B Relatively small number of possible
characteristic combinations

Fig. 5. Assessment model

Upon identification of those attributes which
contain confidential data, the agency should
perform correlational analysis to identify candi-
date non-confidential,
Next, perform stepwise regression on the data-
base. Existence of a sufficiently high R? regres-
sion model (sufficiency to be determined by the
agency), and pervasiveness of supplemental
knowledge (data for non-confidential attributes
for individuals in the database) would be indi-
cators of disclosure risk.

predictor variables.

B. Is there a small number of characteristics relative
to the database size?

B.1. Does the regression model require few pre-
dictor variables?

A minimum “safe” number of predictor vari-
ables is a function of the size of the database.
As a general rule, the larger the database, the
more predictor variables would be necessary to
cause ITT insufficiency. In addition, a large
number of predictor variables places an added
burden on the intruder for extensive supple-
mental knowledge. The fewer predictor vari-
ables necessary for a disclosure model, the

D Pervasiveness of
supplemental knowledge

more at risk the statistical database. Note, as
discussed, combinatorial explosion, based on
too many predictor variables in a disclosure
model, can be remedied by various intruder
strategies. To assess risk under these strategies,
an agency can assess the quality of regression
models (in terms of R?) that involve fewer pre-
dictor variables.This can be facilitated with best
subset regression.

B.2. Do candidate predictor variables have few
possible values?

The larger the domain of predictor variable
values, the more difficult it is to create a disclo-
sure model. A large number of predictor vari-
able values will lead to a large set of possible
characteristics, contributing to ITT insufficien-
cy. Again, this is defined relative to database
size. The ability to cluster wide variable value
spreads into ranges is an effective way for the-
intruder to counter the combinatorial explosion
problem. In order to assess the risk of this, an
agency might try recording values into ranges,
and test if the disclosure model remains rela-
tively effective.
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C. Are distributions of records among characteristics
non-uniform?

The less uniform the distribution of database
records among characteristics, the more regres-
sion based disclosure is facilitated. Uniform
distributions result in query responses with
small counts, making it difficult to adequately
describe a large portion of the actual database
with a reasonable number of queries (ITT in-
sufficiency). An insufficient ITT leads to little
variability of the confidential attribute data in
the synthetic database, and likewise to a disclo-
sure model that fails to describe the actual
database. A database whose records cluster
among relatively few characteristics has greater
risk of regression based disclosure.

D. Is non-confidential data for the regression mo-
del’s predictor variables generally available?

Inferential disclosure of a statistical database
requires the intruder’s knowledge of his target’s
values for predictor variables (supplemental
knowledge). Alternative strategies are avail-
able to an intruder who has incomplete supple-
mental knowledge. The intruder may create a
disclosure model involving only those predictor
variables for which he has supplemental knowl-
edge. Another strategy would be for the intrud-
er to estimate missing values. Palley and Si-
monoff (1987) found that when supplemental
knowledge was lacking for one or two (out of
five) predictor variable values, an intruder
could still perform inferential disclosure effec-
tively. However, the higher a given predictor
variable’s t-value (measure of that variable’s
contribution to the regression model) in the
disclosure model, the more impact its value’s
absence. Clearly, the more available the non-
confidential data, the more disclosure risk.
These disclosure risk criteria are not neces-
sarily exhaustive. It is possible that future re-
search will yet determine other risk criteria.
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6. Final Remarks

The notions of population disclosure and model
disclosure run counter to the perceived goals of
statistical agencies. Statistical agencies make
information, and therefore, regression relation-
ships publicly available. Legitimate users have
a need for information. However, regression
based disclosure can turn seemingly benign
types of information into breaches of confiden-
tiality. This is particularly a problem when a
model disclosure is parleyed into inferential
disclosure of an individual’s information. This
is a problem posed by the regression based
disclosure technique.

A regression based technique has been found
to defy existing inference controls. We have
identified some critical factors that influence
the risk posed by regression based disclosure.
The reduction of statistical database disclosure
risk has been investigated by, among others,
Duncan and Lambert (1986 and 1987); Cox and
Sande (1979); Dalenius and Reiss (1982);
Traub et al. (1984). Nevertheless, the existing
research does not specifically address disclo-
sure risk posed by regression based techniques.
Drastic controls, such as refusing to provide
standard deviation responses, would also re-
duce the utility of the statistical database to
legitimate users. Replacing standard deviation
responses and maximum
bounds, besides limiting the information avail-
able to legitimate users, would also pose new
disclosure risks. Consequently, there are no
simple solutions.

Nevertheless, identification of the critical
factors in regression based disclosure is a step
in the development of further controls. Future
research will continue to address these prob-
lems. In the interim, this research highlights
some limitations in our ability to protect the
confidentiality of collected statistical data in
online databases.

with minimum
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Abstract: This paper is a revision of the paper
entitled “The Use of Microcomputers for Cen-
sus Processing in Developing Countries” writ-
ten by Vivian Toro and Thomas Melaney and
presented at the American Statistical Associ-
ation meetings in August 1987. The authors
discuss how microcomputers offer potential so-
lutions to many of the problems developing
countries encounter when processing census
data with mainframe computers. The authors
also describe the Integrated Microcomputer
Processing System (IMPS) developed by the
International Statistical Programs Center
(ISPC), U. S. Bureau of the Census, and pre-
sent three case studies of the use of IMPS by
statistical offices in developing countries.

The experiences of a number of developing
countries confirm that microcomputers are
technologically sound and cost-effective tools

'International Statistical Programs Center, U.S. Bu-
reau of the Census, Washington, D.C. 20233,
US.A.

This paper reports the general results of research
undertaken by Census Bureau staff. The views ex-
pressed are those of the authors and do not necessar-
ily reflect those of the Census Bureau. An earlier
version of this paper was presented at Symposium 88:
The Impact of High Technology on Survey Taking.
Ottawa, Canada, October 1988.

for processing censuses. The continuing tech-
nological advancement and refinement of mi-
crocomputer software make their use even
more advantageous.

This paper focuses on the recent experience
of Burkina Faso and Senegal in using micro-
computers. A summary is given of the use of
IMPS by an increasing number of countries.
Additionally, this paper describes the latest en-
hancements and future plans for IMPS. It con-
cludes with some thoughts on the use of micro-
computers in the areas of data collection and
processing, as well as in the use and dissemina-
tion of census data.

Key words: Microcomputers; census; develop-
ing countries; software; data processing; data
collection; integrated.

1. Microcomputers as Tools for Processing
Census Data

Technological developments over the last two
years have made the processing of large vol-
umes of data on microcomputers even more
practical. Problems normally associated with
large-scale processing jobs such as population
censuses are quickly disappearing. Data stor-
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age devices for microcomputers are more plen-
tiful, faster, more reliable, smaller in size, high-
er in capacity, and less expensive. Processing
speeds of microcomputers continue to increase
and memory continues to expand.

Statistical offices in developing countries
have found this technology easily accessible.

For the most part, finding a local microcom-

puter vendor is no longer a problem. Typically,
three or more different vendors are likely to be

represented. This more competitive market has

not only expanded the number of options, but
also has reduced the prices and improved the
terms of maintenance contracts.

Microcomputers are now an integral part of

the operation of most statistical offices in devel-
oping countries. Microcomputers are being
used for processing surveys, scheduling, bud-
geting, word processing, and other activities. A
cadre of microcomputer literates exists in most
of these countries. In addition, a variety of
microcomputer software packages in different
languages is now available.

Instead of asking whether or not to use mi-
crocomputers, statistical offices are now won-
dering how best to use them. They are asking
what type of microcomputer software and hard-
ware will best meet their short- and long-term
needs. They are interested in obtaining the re-
sources to buy this hardware and software, to
train their staff, to provide hardware mainte-
nance, and to integrate microcomputers into
existing mainframe environments.?

As statistical offices have become more com-
fortable with the microcomputer technology,
many have chosen to use microcomputers for
processing all or part of their census data. Bur-
kina Faso, Senegal, and Micronesia were some
of the pioneers that opted to process their cen-
sus data using microcomputers. They were fol-
lowed by countries such as Niger, Swaziland,
Yemen, Honduras, Uruguay, and the Central

2In this paper, any reference to mainframe comput-
ers will also include minicomputers.
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African Republic. Countries including the Phil-
ippines, Pakistan, and Céte d’Ivoire chose to
use microcomputers just for the entry of the
data from census questionnaires. Countries
such as Tanzania and Cameroon chose to share
processing between microcomputers and a
mainframe computer.

Microcomputers have provided a solution to
some of the problems encountered in the past
by countries which used only mainframe com-
puters to process their census data. Such coun-
tries have been able to afford the computing
capability of the microcomputer within their
limited budgets. The availability of several mi-
crocomputers has resolved most of the comput-
er accessibility problems. Microcomputer main-
tenance is easier, and environmental standards
are less restrictive. Additionally, training re-
quirements are less demanding given the avail-
ability of software that is easier to learn and
use, even for persons with little background in
data processing.

The availability of microcomputer software
which addresses the particular needs of census
data processing has contributed greatly to the
success microcomputers have had in statistical
offices. Most of the countries mentioned above
have used or plan to use IMPS.

2. The Integrated Microcomputer Processing
System

2.1. Background

The introduction of more powerful microcom-
puters in the early 1980s was not accompanied
by microcomputer software which adequately
addressed the requirements of census process-
ing. ISPC embarked on the development of
IMPS to provide microcomputer software for
the major tasks of census data processing: data
entry, editing, tabulation, analysis, and oper-
ational control. Because a project of this mag-
nitude takes considerable time and resources,
ISPC decided to use existing software where
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possible, and to provide intermediate products
throughout the development of IMPS.

The design objectives of IMPS included ease
of use, availability of a common data dictio-
nary, ability to run with a standard microcom-
puter configuration, and modularity. The con-
cept of modularity was of particular importance
in the early development of IMPS. The system
was designed in such a way that modules could
be easily swapped as software improvements
were made. For example, prior to the develop-
ment of the IMPS data entry component,
CENTRY (Census data ENTRY), commercial
data entry packages were commonly used. The
substitution of CENTRY does not require
modification of the other application modules
such as editing and tabulation. Another advan-
tage of modularity is flexibility. The user can
choose which tasks to perform using IMPS and
which to perform using other software or other
hardware.

The first step in the development of IMPS
was to make the software packages CONCOR
and CENTS 4 available on microcomputers.
CONCOR (CONsistency and CORrection)
and CENTS 4 (CENsus Tabulation System ver-
sion 4) are editing and tabulation packages,
respectively, developed by ISPC. These pack-
ages run on most mainframe computers and
were in use by over 100 developing-country
statistical offices by 1985. Both packages were
written in COBOL, to ease the job of adapting
them to the number of different mainframe
computers found in developing countries. The
availability of Realia COBOL, a powerful and
efficient COBOL compiler for microcom-
puters, facilitated the adaptation of CONCOR
and CENTS 4 to the microcomputer environ-
ment.

The first microcomputer versions of CON-
COR and CENTS 4 appeared in 1984. The user
instruction sets for these versions were the
same as for the mainframe versions. This meant
that the same CONCOR or CENTS application
programs could run on either the mainframe

computer or on microcomputers at statistical
offices where both types of hardware were
available. A number of statistical offices, in-
cluding Senegal, Cameroon, and Somalia, took
advantage of this flexibility.

Data capture, often a major bottleneck in
census processing, was the next hurdle. ISPC
evaluated commercial data entry packages to
identify the best software for the capture of
census and survey data. The evaluation identi-
fied two packages, ENTRYPOINT from Data-
lex, Inc., and RODE/PC from DPX, Inc., as
meeting the performance criteria. At the time
of the evaluation, RODE/PC had a slight ad-
vantage over ENTRYPOINT in terms of cost
and speed. Therefore, ISPC recommended
RODE/PC for census data entry on microcom-
puters.

The widely used Computer Programs for De-
mographic Analysis (CPDA), written by the
Bureau of the Census in the early 1970s, was
made available for microcomputers by Wes-
tinghouse Public Applied Systems under the
sponsorship of the U.S. Agency for Interna-
tional Development (USAID). The Microcom-
puter Programs for Demographic Analysis
(MCPDA) is one of several demographic ana-
lysis packages available on microcomputers.
Currently, the Bureau of the Census is develop-
ing a more comprehensive package called Mod-
el Spreadsheets for Demographic Analysis
(MSDA). Additionally, it is preparing a man-
ual on the analysis of census data. This manual
brings together the most useful methods of de-
mographic analysis and projection, including
brief descriptions, discussions of the advan-
tages and disadvantages of different methods,
and other helpful hints for interpreting the re-
sults. The manual will also discuss available
software for performing each type of analysis.
The MSDA will be available in about one year
and the manual during the following year.

The statistical analysis package PC-CARP,
developed by Iowa State University, is the sta-
tistical analysis component of IMPS. Over the
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past two years it has become widely used by
statistical offices in developing countries for the
calculation of variances in surveys, including
post enumeration surveys. Users of PC-CARP
include Zambia, Peru, Egypt, Zimbabwe,
Costa Rica, Haiti, and the Philippines. The
user interface of PC-CARP facilitates its use by
analysts with little or no data processing experi-
ence.

With microcomputer software available for
data entry, editing, tabulation, demographic
analysis and statistical analysis, and with access
to high capacity storage devices such as Ber-
noulli Boxes, it became feasible to recommend
census processing on microcomputers for coun-
tries with populations of 10 million or less. The
1985 census of Burkina Faso was the first major
census to be processed entirely on microcom-
puters. RODE/PC, CONCOR, CENTS 4, and
MCPDA were used. Burkina Faso’s experience
is described in detail in Section 3.

Since 1985, ISPC has added new features to
IMPS. These include a common data dictio-
nary, a more economical data entry module,
improvements to CONCOR and CENTS, a
census management and reporting system, and
a census resource planning software.

3Bernoulli Boxes are removable cartridge-based
hard-disk systems. They can serve as both mass-
storage devices and backup systems. Information is
stored in greater densities and higher data access
speeds are allowed. Each cartridge unit has one or
two cartridge readers. Depending on the model, the
units can read data from either 10 or 20 megabytes
cartridges. Since these cartridges are removable, they
provide virtually unlimited capacity. The newer mod-
els also have up to 80 megabytes of hard-disk storage
in addition to the removable cartridges. In addition,
they are physically very resistant to rough treatment
which would otherwise have destroyed or caused the
loss of data on hard disks. They have been used for
several years in developing countries and have
proved to be highly reliable.
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2.2. New features

2.2.1. Common data dictionary

CONCOR and CENTS 4 originally were devel-
oped as stand-alone packages for mainframe
computers. During their development, little at-
tention was paid to integrating the two pack-
ages because the major concerns were portabil-
ity and use of the software on computers with
very limited memory capacities. As a result, the
user was forced to define the data file for the
CONCOR application program, then again for
the CENTS 4 application program, using a dif-
ferent notation each time. After CONCOR and
CENTS 4 were adapted to the microcomputer,
the data definition became even more cumber-
some because commercial data entry packages
such as RODE/PC required yet a third defini-
tion of the data. Multiple data definitions were
not only time-consuming to code but were also
error-prone.

The task of integrating CONCOR and
CENTS through a common data dictionary re-
sulted in CONCOR version 3 and CENTS ver-
sion 5 which were released in early 1988. With
these versions, the definition of the data file to
be edited and tabulated is done only once. The
interactive module of IMPS called DATA-
DICT prompts the user for a name and the
characteristics of each data item. The resulting
definition, the Data Dictionary, is used by both
CONCOR and CENTS.

In these new versions of CONCOR and
CENTS, the user interface has been greatly
simplified, and the CONCOR edit reports were
made more concise. Several new features were
added to CONCOR such as the ability to refer-
ence repeating data items and greater flexibility
in creation of the extract files.

2.2.2 CENTRY: Software for data entry

As the cost of commercial data entry packages
rose, it became apparent that statistical offices
in developing countries needed a less expensive
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alternative. For example, in order to enter
questionnaires within one year from a country
with a population of 10 million would require
approximately 30 microcomputers, meaning 30
copies of the data entry software package. At
about $600 (U.S.) per copy, data entry soft-
ware becomes quite expensive. Moreover,
RODE/PC and ENTRYPOINT contain fea-
tures, such as extensive logic checks, that are
essential for survey data entry but not needed
for census data entry. For census data entry,
speed is of primary importance since the vol-
ume of data is so great. Capturing what is on
the questionnaire, consistent or inconsistent, is
essential. Inconsistencies can be corrected later
through CONCOR and should not be left up to
data entry staff to correct. Most developing
countries have trouble just attaining acceptable
keying rates with systems that have no or very
limited logic checks.

Keeping in mind the particular needs for the
entry of census data, ISPC developed a pack-
age called CENTRY as the data entry module
of IMPS. CENTRY is a screen-oriented menu-
driven package which allows for developing
data entry applications, entering and verifying
data, and collecting statistics on data entry op-
erations. CENTRY uses the same Data Dictio-
nary as CONCOR and CENTS. Features of
CENTRY which make it attractive for census
data entry include: programmable data entry
screens, valid value checking, automatic dupli-
cation of fields, cursor control, skip pattern
control, record retrieval and modification, and
operator statistics. The data entered through
CENTRY are stored in an ASCII file ready for
use by other packages such as CONCOR. The
user-friendliness of the IMPS data dictionary
and CENTRY allows a person with minimal
training who is familiar with the census ques-
tionnaire to set up a data entry application in a
day. CENTRY requires 256 kilobytes of mem-
ory and two floppy disk drives. It is written in
the C language to promote fast execution.

CENTRY will be released in November

1988. Already several countries, including Cen-
tral African Republic, Burundi, and the Philip-
pines, are planning to use it for census data
entry.

2.2.3. dCONTROL: Census management
system

With a large data processing operation such as
a national census, it is important to track each
unit of data through the various processing
phases. dCONTROL is an interactive census
management and control system that helps cen-
sus managers to monitor these phases. It also
serves as a “‘check-in” facility for data by geo-
graphical unit, such as enumeration area (EA),
thereby preventing duplication or omission of
EAs. dCONTROL also allows for the produc-
tion of preliminary count reports and other
management reports.

In its current state, dCONTROL is a proto-
type that can be adapted to meet the particular
needs of a country. It is being used in both
Niger and Senegal where their statistical office
data processing staff customized it to suit their
specific needs. ISPC currently is developing a
generalized version of dCONTROL which will
be available in early 1989 in English, French,
and Spanish.

dCONTROL requires a good cartographic
system that accurately defines all the geograph-
ic and administrative boundaries for the census.
The cartographic system serves as the basis for
a geographic coding scheme that identifies each
statistical area down to the EA level. dCON-
TROL monitors the various phases of process-
ing at the EA level. The first phase is usually
the receipt of the questionnaires from the field
by the central office; the last phase is the key-
ing of the census data.

dCONTROL is written in dBASE III PLUS
programming language compiled using CLIP-
PER by Nantucket. It runs on an IBM PC/XT
or PC/AT or compatible with 512 kilobytes of
memory and at least 10 megabytes of auxiliary
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storage, usually a hard disk. The amount of
hard disk needed depends upon the number of
EAs in the country. For a country of 8000 EAs,
two megabytes of hard disk are sufficient to
store the dCONTROL programs and the data.

2.2.4. CENPLAN: (CENsus PLANning)

Although great strides have been made in a
very short time in the development of census
processing software for microcomputers, there
is still room for improvement. The goal is to
make census results available as soon as possi-
ble after the census is taken. A number of
factors contribute to the delay of census results,
not the least of which is poor planning.

ISPC is developing a software package called
CENPLAN which allows the census planner to
determine the resources needed for census pro-
cessing, given certain parameters such as popu-
lation size, available computer equipment, and
time constraints. Although CENPLAN cannot
ensure that proper planning is done in time for
a census, it provides the facilities to plan. CEN-
PLAN uses spreadsheet software and will be
available in French and Spanish, as well as
English. The first release, which will address
only the computer processing of a census, will
be available in November 1988.

3. Case Studies

The number of countries using IMPS for the
processing of census data continues to grow.
Table 1 is a partial list of countries that have
used, are using, or plan to use IMPS to process
their census data. Statistical offices in develop-
ing countries are taking advantage of the sys-
tem modularity that IMPS offers.

Some countries, including Niger, Senegal,
Benin, Burkina Faso, the Central African Re-
public, Micronesia, Burundi, Yemen Arab Re-
public, Mali, Malawi, Swaziland, and the Pa-
cific outlying areas of the U.S. have used or
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plan to use microcomputers for all aspects of
their census data processing. Senegal, Yemen
Arab Republic, and Mali, had originally
planned to use microcomputers for data entry
and a mainframe computer for further process-
ing of the data. However, when they realized
they could obtain results in a more timely and
cost-effective manner, they decided to process
the data on microcomputers. For example, they
found that CONCOR and CENTS generally
execute faster on the microcomputers than on
their mainframes. Even when the actual execu-
tion time was theoretically the same or slightly
faster on the mainframe computer, they found
they could obtain results faster on the dedi-
cated microcomputers because they did not
have to share computer resources with other
users.

Other countries such as Somalia and Cote
d’Ivoire have developed their CONCOR and
CENTS programs using microcomputers but
are running these programs against data on
mainframe computers. Some countries like
Ghana and Ethiopia did their data entry on
microcomputers, then uploaded the data to a
mainframe computer for processing. Further-
more, countries like Honduras, the Philippines,
and Tanzania are still trying to decide whether
to use microcomputers, a mainframe computer,
or a combination of the two for processing the
census data. The selection criteria are not al-
ways solely technical. Some countries are com-
mitted to using mainframe computers for pro-
cessing census data because their governments
or donor agencies had purchased or procured
the mainframe equipment several years ago
with the express objective of using it for the
census. Despite a technological revolution, am-
ortization of this equipment was necessary be-
fore decision-makers could justify the purchase
of new equipment. IMPS modular design al-
lows statistical offices in developing countries
to take advantage of existing hardware and
software that is appropriate for census data
entry. For example, Tanzania, and Cameroon
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are using minicomputers such as ICL/DRS 300
and IBM System/36 for data entry. On the
other hand, Yemen Arab Republic is using
microcomputers for data entry but has con-
tracted out the development of their data entry
programs because specialized Arabic data entry
is needed. All these countries plan to use or are
using CONCOR and CENTS for the editing
and tabulation of the data.

Additionally, as other IMPS components be-
come available, statistical offices in developing
countries can plan to take full advantage of it.
For example, Burundi, the Central African Re-
public, and the Philippines are planning to use
CENTRY for the entry of their census data.

Although designed primarily for census pro-
cessing, IMPS also is being used for survey
processing. Gambia, Morocco, Zambia, Sen-
egal, Portugal, Ghana, Rwanda, Egypt, and
American Samoa are using one or more of
IMPS modules for surveys.

The following two case studies, Burkina Faso
and Senegal, were presented in the Toro-
Melaney paper as representative of the benefits
of IMPS for census processing activities. A fol-
low-up of their experience follows. The Feder-
ated States of Micronesia (FSM), the third case
study presented in the Toro-Melaney paper,
have continued to use microcomputers success-
fully to process the census data for some of the
states. FSM is currently discussing the estab-
lishment of a national census that would stan-
dardize the date, questionnaire, and processing
activities used by all the states.

3.1. Burkina Faso

In December 1985, the National Institute of
Statistics and Demography (INSD) of Burkina
Faso, formerly Upper Volta, conducted their
second national census. It took them only 18
months to enter and process the data of their
estimated population of 9 million.

Three IBM PC/AT microcomputers with 512

kilobytes of memory, and 20 megabytes of hard
disk storage were used to process the data. The
data entry equipmentv consisted of twenty-two
IBM PC microcomputers each having 512 kilo-
bytes of memory, and two IBM PC/XT micro-
computers with 10 megabytes of hard disk stor-
age and 640 kilobytes of memory. Related peri-
pherals included six printers, two DIGIDATA
tape drive units, and three Bernoulli Boxes
with 10 megabyte removable cartridges. The
tape drive units were used for backup and ar-
chival purposes, while the Bernoulli Boxes
were used for primary storage of the census
data. RODE/PC, CONCOR, and CENTS 4
were the software packages used for data entry,
editing, and tabulation, respectively.

The INSD data processing staff for the cen-
sus project consisted of two full-time program-
mers and a long-term United Nations advisor.
In addition, the U.S. Bureau of the Census
under an agreement with USAID, provided
data processing assistance in the form of train-
ing, program development, and monitoring of
the RODE/PC data entry application program,
the CONCOR editing program, and the
CENTS 4 tabulation programs.

The preliminary counts based on the manual
counts were available by March 1986. Two
shifts of 25 operators began keying the 15 %
sample of the data in September 1986. Two
months later, this data capture operation was
complete, and by March 1987, the tabulations
for the 15 % sample had been produced. The
edited sample data occupy 11 Bernoulli car-
tridges of 10 megabytes each. (It should be
noted that data entry was begun several months
late due to delayed arrival of microcomputer
equipment.)

The entry of the remainder of the data took
place between December 1986 and May 1987.
The 40 tables for the entire country were avail-
able by March 1988, 18 months after data entry
began. The keyed data for each enumeration
area were stored on one diskette. No more
than 600 diskettes were in use at one time since
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they were recycled after data verification. After
the data were completely verified, all the EAs
for a province (average 200 EAs per province)
were transferred onto one or more Bernoulli
cartridges. Approximately 10 million records

(population of 9 million and 1 million house-

Journal of Official Statistics

holds) of 52 characters in length each were
saved. Sixty Bernoulli cartridges of 10 mega-
bytes each were used to store one copy of the
country’s data. Five versions of the country
data were kept.

Table 1. Partial list of IMPS users for population censuses

Estimated Opera-
Country Census  population tional Data Tabu-
name date (millions)  control entry Editing lation
Benin 1989 4.3 manual CENTRY CONCOR  CENTS
Burkina
Faso 12/85 9 part autom. RODE/PC CONCOR  CENTS
Burundi 8/90 5 undecided CENTRY CONCOR  CENTS
Cameroon 4/87 10.3 manual IBM S/36 CONCOR  CENTS
Central African
Republic 10/88 2.7 dCONTROL CENTRY CONCOR  CENTS
Comoros 1990 5 manual undecided CONCOR  CENTS
Cote
d’Ivoire 3/88 10 manual RODE/PC CONCOR'! CENTS!
Honduras 5/88 4.8 dCONTROL KeyEntry Il  CONCOR? CENTS?
Malawi 9/87 7.4 manual ICL mini CONCOR  CENTS
Mali 4/87 8.4 manual RODE/PC CONCOR  CENTS
Mauritania 10/87 1.9 manual UNKNOWN CONCOR CENTS
Micronesia
(Pohnpei) 9/85 .30 manual Entrypoint CONCOR  CENTS
Niger 5/88 7.5 dCONTROL RODE/PC CONCOR  CENTS
Philippines 1990 57 undecided ~ CENTRY CONCOR? CENTS?
Senegal 5/88 7.5 dCONTROL RODE/PC CONCOR  CENTS
Somalia 11/86 7.8 manual custom pgm  CONCOR! CENTS'
Swaziland 8/86 i manual RODE/PC CONCOR  CENTS
Tanzania 8/88 23.5 manual ICL mini CONCOR? CENTS?
U.S. 4/90 3 manual CENTRY CONCOR  CENTS
(Pacific outlying areas)
Yemen A.R. 2/86 9 part autom. custom pgm CONCOR  CENTS

! Program development done on microcomputers; production processing on mainframe computers.
g p

2 Program development done on microcomputers; have not decided what to use for production processing.
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The data stored include the raw data at enu-
meration area level (RODE/PC file format and
ASCII format), the consolidated data at prov-
ince level, and two copies of the edited data.

The management of about 600 diskettes and
240 Bernoulli cartridges was accomplished ef-
fectively by using a simple external labeling
system. Each diskette was clearly identified by
its external label indicating an enumeration
area. Equally, every Bernoulli cartridge was
identified by an external label indicating a
province. The task of managing and processing
the census data was manageable but inconve-
nient, particularly because the Bernoulli Boxes
were capable of holding only 10 megabytes of
data at a time, and the IBM PC/AT microcom-
puters had only 20 megabytes of hard disk stor-
age. Due to technical difficulties, the tape units
could only be used for archival purposes and
not for processing the census data.

CONCOR and CENTS do not require the
entire population census file to be processed or
sorted as a unit. The data can be edited batch-
by-batch using CONCOR. The batches can
vary in size. The edited (or cleaned) batches of
data can be merged into larger batches (or
geographic units) for tabulation using CENTS.
The resulting cross-tabulations can be saved as
much smaller files, and then consolidated to
produce tables for larger geographic entities.
Thus, in a system using more than one micro-
computer, each machine can be processing a
different geographic area simultaneously, shor-
tening the overall processing time.

In the case of Burkina Faso, both editing and
tabulation were done at the province level. The
CONCOR program took an average of 20 min-
utes to edit each of the 30 provinces. The ex-
ecution of the CENTS tabulation programs for
each province took about 15 minutes. Through
CENTS, the intermediate province-level tabu-
lations were merged to produce the country-
level tabulations. Three IBM PC/AT micro-
computers with 20 megabytes of storage were
used for editing and tabulation.

The keying of the country data in nine
months instead of the estimated one year was
due primarily to the high keying rates attained.
The keystrokes ranged from 9000 to 14 000 per
hour with an error rate of 0.3 %. Since INSD
was not able to give monetary incentives to the
keyers, they provided them with other types of
motivation. For example, the best keyers could
choose to work during the shift (morning or
evening) that was more convenient to them and
schedule their leave more freely. They also
were promised a permanent job at the INSD
after the census was over. Given the high un-
employment rate in Burkina Faso, most keyers
were motivated just to keep a relatively well
paying job. Out of 500 applicants only 50 were
selected after taking a written test and being
interviewed. Above all, the keyers were hard
working and took pride in their work.

Maintenance of the microcomputers was ac-
complished by the data processing team. A
supply of spare parts allowed them to keep
downtime to only 4 %. The diskette units and
the keyboards caused most of the problems. In
spite of these and some initial electrical prob-
lems, the equipment maintenance was done in
a timely and nondisruptive fashion. As a pio-
neer, INSD demonstrated that processing a
population census of 9 million persons using
microcomputers is not only feasible and cost-
effective, but an effective approach to the pro-
duction of timely results.

3.2. Senegal

The Direction de la Statistique (DS) took the
second national population census of the Re-
public of Senegal in May 1988. The estimated
population was 7.5 million.

The DS chose to purchase microcomputers
for the data entry operation instead of renting
IBM 3742 equipment because of the reasonable
cost of microcomputer hardware, the availabil-
ity of adequate data entry software, and the
potential use of microcomputers for other pro-
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jects after the keying operations are finished.
The editing and tabulation of the data were
scheduled to be done using an IBM 370/145 at
the Computer Center of the Ministry of Fi-
nance, a data production facility used by other
government agencies.

The original microcomputer configuration in-
cluded 18 IBM PC microcomputers with 256
kilobytes of memory for data entry, two IBM
PC/XT microcomputers with 10 megabytes of
hard disk storage for program development,
five printers, and a tape unit used for data
backup. Uninterrupted Power Supply (UPS)
units are used for power supply protection.

The RODE/PC software package was select-
ed for data entry. The data would be edited
using CONCOR and tabulated using CENTS 4.
The CONCOR and CENTS 4 programs could
be developed using the microcomputers, then
transferred to the mainframe computer for pro-
duction runs.

During a three-week technical assistance visit
to Dakar in January 1986, data processing advi-
sors from ISPC, under an agreement with
USAID, conducted a CENTS 4 workshop, in-
stalled CONCOR and CENTS 4 on the IBM
mainframe computer, and discussed tabulation
plans and specifications with DS personnel.

Originally, the data processing staff respon-
sible for the census operation consisted of the
head of the data processing section and the
head of the data entry section of the DS. They
furthered their training during a work-study
visit in early 1986 at ISPC in Washington, D.C.
During a six-week stay, the data entry supervi-
sor, who had no programming experience,
learned to use menu-driven RODE/PC and as-
sisted in developing the data entry application
for the census questionnaire. The data process-
ing chief, an experienced systems analyst with
prior CONCOR and CENTS 4 training, re-
mained at ISPC for three months. In addition
to learning RODE/PC, she wrote the CON-
COR edit and imputation programs. She also
completed much of the tabulation program-
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ming using CENTS 4. All the work was done
on an IBM PC/XT.

Upon their return to Senegal, they were able
to implement modifications to the programs
easily when significant changes were made to
portions of the questionnaire. The data for the
pilot census, conducted in March 1987, were
keyed using microcomputers. The CONCOR
and CENTS 4 programs were transferred to the
mainframe computer. No changes to the code
were required. The keyed pilot census data also
were transferred from 5 1/4-inch diskettes to 8-
inch diskettes to facilitate transfer to the main-
frame computer.

Although they encountered no major prob-
lems while processing the pilot census data on
the mainframe computer, the data processing
staff became frustrated due to the inconve-
nience. They had to physically transport them-
selves and the data to the mainframe computer
site several miles away. After conducting a test,
they found that because of the need to share
the computer facilities, it took longer to run
CONCOR and CENTS 4 programs on the
mainframe computer than it did on the dedi-
cated microcomputers. The data processing
staff also found the interaction with the IBM
PC much friendlier than with the IBM main-
frame computer.

As a result of their increasing success with
microcomputers, the data processing staff de-
cided to process the data for the full census
using microcomputers instead of using main-
frame computers. To upgrade the current mi-
crocomputer configuration to allow in-house
processing for the full census, the data process-
ing staff acquired extended mass storage con-
sisting of three 20-megabyte Bernoulli Boxes
and a tape drive unit. Two of these Bernoulli
Boxes contain a hard disk with 80 megabytes of
memory.

Although the file management of diskettes,
Bernoulli cartridges, and tapes will be a critical
component of the processing, the data process-
ing staff have judged the file management
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problems less formidable than the inconve-
niences of working in the mainframe computer
environment. Additionally, the head of the
data entry section feels confident about the
handling of census data files because he devel-
oped and implemented the magnetic media
management system used for the previous pop-
ulation census.

The DS acquired six additional IBM PC/AT
microcomputers. Four are being used by the
data processing staff for program development
and for production processing. The other two
microcomputers will be used by the demogra-
phers and statisticians for the analysis of the
census data. DS plans to use the MCPDA for
the demographic analysis of the census data.

The head of the data processing section has
transferred her microcomputer expertise to
three system analysts who also are working on
the processing of the census data. Additionally,
ISPC has been providing technical assistance to
the DS in all aspects of the census processing
activities. One of these areas is the monitoring
of census processing activities and the produc-
tion of management reports, including the pre-
liminary counts report. The DS staff adapted
the dCONTROL prototype to meet Senegal’s
specific needs. The preliminary counts reports
which are based on manual counts of the May-
June 1988 enumeration were available by Octo-
ber 1988. The data base and dCONTROL pro-
grams occupied less than two megabytes.

The DS plans to process a 10 % sample of the
data first. However, the availability of a perma-
nent site for storing the questionnaires and for
coding and keying the data has delayed the
start of the processing of the census data. The
RODE/PC data entry program and the CON-
COR editing programs have been tested. The
CENTS tabulation programs are being final-
ized. A system to monitor operator perfor-
mance based on operator statistics such as key-
strokes per hour and keying error rates has
been developed. This dBASE III PLUS system
produces reports with operator statistics based

on the information found in the ASCII file
produced by the RODE/PC data entry pro-
gram. '

In the meantime, the DS staff have been
using RODE/PC and CENTS for other sur-
veys. The DS staff’s enthusiasm for microcom-
puter use extends even further. As part of the
analysis and publication stage, the DS plans to
use microcomputers for thematic mapping.
This is the computerized creation of maps that
reflect regional variations in characteristics of
the population. It requires mapping software
and peripheral equipment such as a digitizer
and a plotter. The U.S. Bureau of the Census
will provide training.

Over the last three years, the DS has become
more confident and enthusiastic about micro-
computers. Not only are they using microcom-
puters to process the census data, but they also
are using them for many other projects and
surveys. Most systems analysts have microcom-
puters on their desks and are providing micro-
computer training to junior programmers. De-
mographers and statisticians also are using mi-
crocomputers for their work.

With the subject-matter expertise gained
during the last census, the growing microcom-
puter literacy, and staff enthusiasm, the prog-
nosis for the census processing is good.

4. General Prognosis

The experiences of Burkina Faso and Senegal
are representative of the positive effect micro-
computers and IMPS are having on the census
processing activities of many countries. Three
years ago these countries were pioneers in the
use of microcomputers for censuses. Now over
18 countries are using or plan to use microcom-
puters for some aspect of their census process-
ing. This number is increasing rapidly as statis-
tical offices and donor agencies realize the ad-
vantages of microcomputers.

Operational control and file management are
still a challenge. As recording densities of mass
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storage devices continue to increase, operation-
al control and file management will be easier,
perhaps even easier than on mainframe com-
puters. The dCONTROL census management
and reporting system is helping to resolve this
challenge.

In spite of improvements, data capture is still
the most time-consuming operation in census
data processing. There is a limit to the rate at
which data can be keyed, regardless of the
speed of the software. Although one could add
work stations to diminish the total time for
keying, there is a point at which the logistics of
such an operation become highly cumbersome.
As optical mark reading (OMR) technology
advances, it should become a more cost-effec-
tive data entry alternative for developing coun-
tries within the next five years.

The availability of more cost-effective tools
for processing census data should make it possi-
ble for statistical offices in developing countries
to focus their attention and resources on the
use and dissemination of census data. Many
tools are becoming available to accomplish this
objective, including software packages for the
production of thematic maps and desktop pub-
lishing. Additionally, hardware improvements
in optical disk technology allow for easier ac-
cess and transfer of large volumes of data.

Census data users themselves have more
tools available which should, in principle, help
relieve statistical offices of some of the respon-
sibility they have as the principal disseminators
of census data. Since many census data users
have never been able to obtain census results or
have obtained them five or more years after
enumeration, rendering their usefulness to al-
most null, the availability of any data is a big
improvement. Census data users will welcome
the ability to access a subset of the census data
on diskettes that they can use on their own
microcomputer systems. It is hoped that statis-
tical offices and census data users will focus on
the analysis and dissemination of reliable data
and not be distracted by the many presentation
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alternatives provided by the new technology.

As computer technology advances, data pro-
cessing needs and software are changing. IMPS
is the result of years of experience by ISPC
staff, but is also the outcome of requests by
census data processing managers in developing
countries. As resources allow, ISPC will contin-
ue to support and modify the various modules
of IMPS by critically observing its use by statis-
tical offices in developing countries, listening to
IMPS users regarding suggestions for improve-
ments, and by taking full advantage of the mi-
crocomputer environment available in statisti-
cal offices in developing countries.

ISPC’s primary objective is to make these
packages usable by persons who are not highly
skilled or experienced computer programmers.
ISPC will make modifications to CONCOR
and CENTS in the area of user-friendliness
over the next few years. One goal is to make at
least the definitional aspects of these packages
interactive so that users need not learn a proce-
dural language in order to use them. Some
aspects of the packages, such as the definition
of complex consistency edits are best stated
through a procedural language. Others, such as
the definition of table formats, are best done
interactively. ISPC also will develop tutorials
and extensive census examples to facilitate the
learning process.

Enthusiasm for new technology should not
diminish the effect that planning, politics, and
communication have on the processing of a
census. After all, microcomputers are only
tools for people to use; they are not a substitute
for careful planning and close coordination.

5. Conclusions

The experiences of developing countries like
Burkina Faso and Senegal have made the use
of microcomputers to process censuses of 10
million persons a reality. Technological devel-
opments over the last three years are making
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some of the problems normally associated with
large-scale processing quickly disappear. As
more cost-effective tools become available for
processing census data, statistical offices in de-
veloping countries should be able to focus their
attention and resources on the use and dissemi-
nation of census data. We eagerly await the
effect of future technological development on
large-scale data processing.
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On a Gerardi Alternative for the Geary-Khamis
Measurement of International Purchasing Powers
and Real Product

Salem H. Khamis' and D. S. Prasada Rao®

Abstract: This paper briefly examines an aggre-
gation method due to Gerardi which was used
by EUROSTAT in its international comparison
exercises (EUROSTAT (1977)). The Gerardi
method is based on a simple geometric mean of
the national prices expressed in different cur-
rency units. This is justified by the claim that
the final comparisons are not affected by
whether the national prices are converted or
not converted before averaging. In this paper,

1. Introduction

The Geary-Khamis (GK) method of aggrega-
tion (Geary (1958); Khamis (1970, 1972)) is
now used by the United Nations International
Comparisons Project (ICP), the Statistical Of-
fice of the European Communities (EURO-
STAT), the Organisation for Economic Co-
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we establish algebraically that such a claim is
not valid as it involves the cancellation of zero
coefficients in the numerator and denominator
of a certain fraction.

Key words: National prices; purchasing powers
of currencies; Geary-Khamis method; Gerardi
method; solution to linear equation systems;
international comparisons.

operation and Development (OECD), and the
regional commissions of the United Nations for
inter-country comparisons of purchasing pow-
ers and real product (Kravis, Heston, and Sum-
mers (1982); EUROSTAT (1983); and OECD
(1982)). The Food and Agriculture Organisa-
tion of the United Nations (FAO) also applied
the GK method in calculating regional and
world indexes of food and agricultural produc-
tion starting in 1986 (FAO (1986)). However,
the first EUROSTAT comparison of the Com-
mon Market countries for the year 1975 is
based on a method due to D. Gerardi (Gerardi
(1974); EUROSTAT (1977)) which is basically
an unweighted version of the GK method using
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the simple geometric mean of national prices to
define average prices for any commodity. The
GK method defines the average prices P; of N
commodities for M countries and the corre-
sponding exchange rates R; through the system
of M + N linear homogeneous equations

;Ripiiqif
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where p;; and g;; are the price and quantity of
commodity i for country j.

In general the system of equations (1) and
(2) has a unique positive solution for the P; and
R; apart from an undetermined scalar multipli-
cative parameter. The Gerardi method used for
the 1975 EUROSTAT comparison replaces the
weighted arithmetic means in equation (1) by
the simple geometric mean

M M
PiG=(Hp,-j> , i=1,2,..
j=1

with the corresponding definition of R’ similar
to the GK equations (2), i.e.,

LN 3)

N
.ZIPquij

Ré="—0! j=1,2,..., M. @)
i;Piﬂu

Objections to the use of a simple geometric
average of national prices expressed in differ-
ent national currencies were dismissed by the
claim that had these prices first been converted
to a common currency, the comparisons of real
product and purchasing powers would not have

been affected. Had the prices been converted
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before averaging, then the Gerardi equations
(3) and (4) would have to be replaced by what
we call the Gerardi-type equation system,

M VM
G G .
pg:[_le lpi,:| Ji=1,2,..,N (5

j=

Equation (5) is the same as equation (5.6) in
EUROSTAT (1982, p. 51) and equation (6) is
the same as equations (2) and (4) above and
also conforms with the definition of purchasing
power pi in equation (4) in EUROSTAT
(1983, p. 40). The argument that equations (5)
and (6) above lead to the same relative ratios as
those of equations (3) and (4) is based solely on
a well-known property of the geometric means
of equations (3) and (5) alone which are
claimed to allow the cancellation of the factor

M UM
G . .
IIR> in the numerators and denomina-
j=1

tors of the ratios P?‘/PSG‘ and RiG‘/R,?‘, thus
leading to the same values as the ratios
PS/PS and RP/R obtained from the system of

equations (3) and (4). This argument appears
to have been accepted as a justification for not
converting the national prices to a common
currency before averaging them (without first
showing that the cancelled factors are different
from zero) as illustrated, for example, in
EUROSTAT (1982, p. 51).

The main purpose of this note is to show the
fallacy in the justification of the use of a simple
geometric mean of national prices without con-
version to a uniform currency. This fallacy is
due to the fact that the cancellation of the
related product of R;’s is not valid because this
factor is equal to zero. In other words, it is
shown below that the system of equations (5)
and (6) has only the trivial solution P{'=R;"

=0 for all i and j.
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2. Solution of the Gerardi-type Equation Sys-
tem

We consider the Gerardi-type equations (5)
and (6) and for simplicity we drop in this sec-
tion the superscript G; from the equations. We
first observe that these equations have the triv-
ial solution P;= R; =0 for all i and j. We show
now that, generally, this is the only solution to
this set of equations. For this purpose we sub-
stitute for P; in equation (6) its value from
equation (5) to obtain, after simple algebra, for
each j

Assuming R; # 0 for all j, we may divide both
sides of equation (7) by R; and, after simple
manipulation, obtain

MR M
<Hjt) A=1, j=1,2,..,. M 9)
t= ]

(fiz)",
= lpl] v

The value of Aj, being independent of the ex-
change rates R;, can be directly calculated for
all j from the national price and quantity data.
Taking logarithms of both sides of equations

where

A:

I

™=

N M 1M .
Z <HR,p”) Wi, @) (9) we obtain
= lpu t=1 . "
7 L (log R,—log R)) +log A;=0,
where (=1
j=1,2,...,M (10)
Pidij o . . .
YiTw ’ (8)  which in matrix form is equivalent to
iglp"/qij b -
where
[ M- 1 L
M M Wi
1 wm-) 1
A= M i i )
1 1 M-
- M M e

is a square matrix of order M. Furthermore,

X=(logR;,log R, ..., log Ry)" (13)
and
b=(-log A, —log A,, ...,—log A,)7 (14)

are two column vectors of order M each, and T
denotes transpose. Since the sum of each of the

columns in A is zero, the rank of A is at most
M —1. The determinant of the submatrix ob-
tained by deleting the first row and first column
has a strictly dominant diagonal and hence the
rank of the matrix A is exactly M — 1.
Accordingly the matrix equation (11) will
have a solution if the rank of the augmented
matrix (A b) is equal to that of A, where (A b)
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is M-1) 1
T TTM M
1 (M-1)
M T TTM
1 1
| M M

This is an M X (M + 1) matrix, whose rank is
equal to that of A (i.e., M —1) if and only if
M

Y. log A; is equal to zero, which is generally not
j=1

satisfied. This result can be proved by observ-
ing that the rank of (A4 b) will be equal to
(M —1) if and only if there exists a non-trivial
linear combination of the rows of (A b) result-
ing in a zero row vector, and that the only
linear combination with such a property is sim-
ply the sum, or a multiple of the sum, of the
rows of the matrix.

Accordingly, the equations (5) and (6) are
generally inconsistent and have only the trivial
solution R;= P;=0 for all i and j. A numerical
example illustrating this result is provided in
the Appendix.

3. Conclusion

The non-existence of a solution to the Gerardi-
type equations (5) and (6) other than the trivial
solution invalidates the argument of its being
equivalent to the system of equations (3) and
(4) as this argument involves the cancellation of
zero factors from the numerators and denomi-
nators of ratios of the form R;/R, or P,/P,
Some objections to the use of Gerardi’s equa-
tion system (3) and (4) are given in Kravis,
Heston, and Summers (1982, pp. 78-79) and
EUROSTAT (1982, pp. 59-61). We are not
concerned here with the advantages or disad-
vantages of any particular system for interna-
tional comparisons. We should also point out
that the Gerardi System of equations (3) and
(4) does lead to comparisons of real product
and purchasing powers comparable numerically
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1
M —IOgAl
1
M —logAz
M-1
( M) —logAM_

with those obtained by other systems of index
numbers. All we assert here is that justification
of averaging national prices before expressing
them in terms of a uniform currency is still
lacking.
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Appendix

A Numerical Illustration

We consider a simple example with three countries (M =3) and two commodities (N=2). The
numbers used in this example are fictitious and the example is intended purely as an illustration of the
main conclusion of the paper. The price and quantity data are given below:

Country j
Commodity i 1 2 3
Price Quantity Price Quantity Price Quantity
1 1 10 3 4 5 2
2 5 4 6 6 5

The associated value share matrix is:

0.5 033 025
W‘(Wik)‘[o.s 0.67 0.75]

Following equations (9), A, is given by
N|M pi \ M
A=Y H(-l) Wi, k=1,2and 3.
i=1] j=1\Pik
Numerical values of A;, A, and A;, for the price-quantity data above, are
A;=2.123 A,=0.8812 A,=0.5808.
Therefore,

Al A2A3 = 1.0866
and

logA; +1log A, +log A;=0.083.

In this case the condition that Zlog A, should be equal to zero, necessary for the existence of a
k

nontrivial solution to the Gerardi-type equations (5) and (6), is violated. In general most data sets

would result in non-zero values for Zlog A, unless the expenditure ratios, Wy, are identical across all
k

the countries.
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Letters to the Editor

Letters to the Editor will be confined to discussions of papers which have appeared in the Journal of
Official Statistics and of important issues facing the statistical community.

Comments on
Cohen, Xanthopoulos, and Jones

The article by Cohen, Xanthopoulos, and
Jones (JOS, Vol. 4, No. 1) contains what I
consider to be an unfortunate error. The au-
thors maintain that regression analysis in sur-
vey work assumes the usual form of the multi-
ple regression model with independent and
identically distributed errors (pp. 19, 20). It
does not. If it did, then one could use OLS
without fear.

The usual design-based approach is to avoid
introducing the regression model all together
and to treat the full population regression coef-
ficient, (X'X)"1X"Y, as the goal of estimation
(for example, see Shah, Holt, and Folsom
(1977)).

An alternative model-based approach might
invoke the usual multiple regression model but
allow for the possibility of an error structure
with a complicated pattern of correlations with-
in primary sampling units (PSU’s) and maybe
even across PSU’s within strata. In this model-
based framework, the inclusion of weights in
the regression estimator is driven by the fear
that the model may be missing regressors
(Holt, Smith, and Winter (1980)).
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Reply

Our intent was to state the classical assump-
tions and to indicate how complex survey de-
signs depart from them. The paper then moved
on to the evaluation of statistical software pro-
cedures appropriate for the regression analysis
of complex survey data.

Steven B. Cohen, Ph. D.

Senior Research Manager

National Center for Health Services Research
and Health Care Technology Assessment
Rockville, MD

US.A.
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Special Notes

Nominations Invited for Distinguished Statistical Ecologist Award

The Awards Committee solicits nominations
for the Distinguished Statistical Ecologist
Award of the International Association for
Ecology/Statistical Ecology Section. All mem-
bers of the statistical community are encour-
aged to submit nominations. Letters of nomina-
tion should indicate why the nominee is espe-
cially deserving; additional documentation
(e.g., curriculum vitae) may be included when
appropriate. The nominee may be from any
country and need not be a member of
INTECOL.

The members of the Award Committee are:
L. Orloci (Canada), O. Rossi (Italy), G. P.
Patil (U.S.A., Chair), and D. Simberloff
(U.S.A.). The first recipient of the award was
G. P. Patil, who was honored at the Fourth

International Congress of Ecology in 1986 at
the time of his Plenary Lecture on Statistical
Ecology to the Congress.

The recipient(s) will be invited to participate
in the Fifth International Congress of Ecology,
August 23-30, 1990, Yokohama, Japan.

Send nominations, no later than September
15, to:

Professor G. P. Patil

Chair, INTECOL

Distinguished Statistical Ecologist Award Com-
mittee

Center for Statistical Ecology and Environmen-
tal Statistics

Pennsylvania State University

University Park, PA 16802, U.S.A.
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Book Reviews

Books for review are to be sent to the Book Review Editor Jan Wretman, Statistical Research Unit, Statistics

Sweden, S-11581 Stockholm, Sweden.

WAINER, H. (ED.), Drawing Inferences from
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veying Subjective Phenomena, Vol. I and
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Wainer, H. (Ed.), Drawing Inferences from
Self-Selected Samples. Springer-Verlag, New
York, 1986. ISBN 0-387-96379-0 (Springer-
Verlag New York), ISBN 3-540-96379-0
(Springer-Verlag Berlin). xii + 163 pp., DM
45.00.

Most statisticians analyze data through models
that describe an underlying population of inter-
est, for example the iid normal model:

yi ~ iiaN(H, 02)~ Y]

In practice data come in the form of samples.
Let s; =1 if unit i is selected and 0 otherwise.
Then we actually see the distribution of Y given
that S=1:

)’i|51 =1~7? )

Statistical texts usually ignore the implicit con-
ditioning on S and replace ? in (2) by the
population model, such as (1). This is fine if ¥
and S are independent, a reasonable assump-
tion if we have (or plausibly can pretend we
have) a simple random sample. However often

this is not reasonable. An important case is self-
selection, when the subject’s choice enters into
the inclusion process. Drawing Inferences from
Self-Selected Samples (DISS) presents analyt-
ical approaches to self-selection in four applica-
tion areas: (i) comparisons of SAT scores when
scores are available only to those who choose
to take the test (by Howard Wainer); (ii) evalu-
ation of methadone clinics in the treatment of
heroin, where clinic patients are volunteers (by
Burton Singer); (iii) assessing the effects of job
training, where data are available on those who
choose to train (by James Heckman and Rich-
ard Robb); and (iv) survey nonresponse, where
the sample is restricted to individuals who
choose to respond (by Robert Glynn, Nan
Laird, and Donald Rubin). The book also in-
cludes lively contributions from two distin-
guished discussants, John Hartigan and John
Tukey.

I would like to have seen the views of a
survey sampling specialist (one who, in my triv-
ial example, treats Y as fixed and bases infer-
ence on the distribution of S given Y). The
sampler is trained to handle problems of prob-
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ability sampling where the distribution of S is
under control of the sampler but may not corre-
spond to simple random sampling. Sampling
theory seems to me of limited help in self-
selection, where the distribution of S is not
under our control. Nevertheless I suspect a
sampler would provide an interesting counter-
point to some of the viewpoints in the book, for
example, the remarks on panel vs cross-section-
al survey designs in Heckman and Robb’s pa-
per. On a point of detail, samplers might also
take issue with Heckman and Robb’s statement
that many social science data sets contain hun-
dreds and thousands of independent observa-
tions (page 67, italics mine), since large sam-
ples usually involve clustering that leads to cor-
related observations.

The chapters by Wainer on SAT scores and
Singer on methadone treatment assessment are
well written and relatively nontechnical, al-
though some of the concepts discussed are sub-
tle. They provide a valuable introduction to the
more technical material in the papers that fol-
low. Wainer compares mean SAT scores for 21
U.S. states that give primarily SAT tests (“SAT
states””) with mean SAT scores for 29 states
that administer primarily the American College
Testing (ACT) Program (“ACT” states).
Scores for the latter group are much higher, the
distributions barely overlapping. Does the dif-
ference (a) reflect superior SAT-taking ability
in the ACT states, or (b) are SAT-takers in the
ACT states a more select group? Wainer shows
that SAT-takers in ACT states rank higher in
their college class than SAT-takers in SAT
states, thus providing strong evidence in favor
of (b).

A common statistical approach to lack of
comparability between treatment groups is co-
variate adjustment on variables thought to cap-
ture (or at least reduce) the lack of comparabil-
ity. Wainer discusses this approach to his prob-
lem, using the covariate ‘‘percent of high school
seniors taking the SAT,” or participation rate
for short. He points out this approach may
yield bias, since ‘“higher-quality schools will
yield a greater proportion of their SAT-taking
pool,” that is, participation rate is a measure of
SAT-taking ability as well as of the selection
effect. In path analysis terminology, participa-
tion rate is not causally prior to SAT-taking
ability. Wainer applies an alternative strategy
based on converting ACT scores to SAT scores
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using equating information. This approach al-
most by magic removes the differences in
scores in the SAT and ACT state groups: the
adjusted medians are identicall However
equating is a not a viable option in other set-
tings. Econometricians would perhaps advocate
attempting to fix covariate adjustment via
structural equation modeling. It would be inter-
esting to see how results from such an approach
compare with the answers from equating,
which might plausibly be treated as the gold
standard here.

Singer’s chapter on Methadone Maintenance
Treatment (MMT) programs first reviews her-
oin abuse and treatment in Hong Kong, Swe-
den, and New York and presents a pattern of
heroin addiction which serves as a baseline for
comparing treatments. Singer then discusses
some intervention strategies, and the evalua-
tion of MMT programs via performance-based
ratings indices. With regard to self-selection,
Singer raises the important question of whether
the aim is to evaluate and compare programs
on the population of volunteers who enter
them, or on the target population of all addicts,
an issue which is also stressed in the Heckman
and Robb paper. Although he views inference
to all addicts as desirable, he judges it impracti-
cal given the lack of quantitative knowledge to
distinguish the two populations. Even if such
knowledge were available, it seems to me that
considerable extrapolation would be involved.

Even the problem of comparing clinics on the
volunteer population is far from easy, given
that different clinics may attract different cli-
ents. Singer’s approach is to develop relatively
crude indices based on changes in a patient’s
activities and behavior before and after treat-
ment, and in essence to compare these indices
with historical control treatments deemed to
have been successful. Singer discusses the limi-
tations of this approach. The use of change
measures from longitudinal data, allowing each
subject to act as his or her own control, seems
to me a time-honored and powerful way of
alleviating the effects of self-selection. In addi-
tion, some form of simple covariate adjustment
on the baseline variables would seem to be
feasible here if they are consistently measured
across studies, but maybe that is a big if.

The paper by Heckman and Robb provides
an extensive model-based analysis of the selec-
tion bias problem in the context of the impact
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of job training programs. It is not in fact the
one presented at the conference, which was
published elsewhere, but a revision that takes
into account the skeptical reactions of Tukey
and Hartigan to the conference paper. (Read-
ers might be able to estimate a Hartigan/Tukey
effect by constructing a measure of change
from the two versions!) The Hartigan and Tu-
key discussions are published before the re-
vised Heckman-Robb paper, preserving the
chronological order. (Since we all read discus-
sions of papers before papers, maybe this is the
right order anyway!) The discussions focus on
the sensitivity of results to untestable assump-
tions in the Heckman and Robb analysis, and
illustrate the differing attitudes of statisticians
and econometricians towards statistical analy-
sis. Econometricians start with a theoretical
model and work towards the data, pruning pa-
rameters until the model can be estimated.
Statisticians start with the data and work to-
wards a theoretical model, estimating param-
eters that shed light on, but may only approxi-
mate, idealized quantities of econometric the-
ory. Econometricians complain that the statisti-
cians are too atheoretical, or ‘“‘context-free.”
Statisticians complain that econometricians are
too insensitive to the limitations of their models
and the data. If the bridge between data and
theory is shaky, as in the self-selection prob-
lem, then these two approaches can end up in
different places.

Heckman and Robb’s paper is long and tech-
nical, but contains a helpful introductory sec-
tion that clarifies its objectives. These include
(i) a careful definition of the parameter of in-
terest, the effect of job training; (ii) specifica-
tion of minimal assumptions needed to identify
the parameter, for single cross-section, repeat-
ed cross-section and longitudinal designs, un-
der conventional and enriched behavioral mo-
dels of earnings. They conclude that “although
longitudinal data are widely regarded in the
social science and statistical communities as a
panacea for selection and simultaneity prob-
lems, there is no need to use longitudinal data
to identify the impact of training on earnings if
conventional specifications of earnings func-
tions are adopted. Estimators based on repeat-
ed cross-section data for unrelated persons
identify the same parameter. This is true for
virtually all longitudinal estimators.” (Page
65).
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This conclusion has created some controver-
sy among advocates of panel surveys, since the
implication is that panel surveys are overused
in practice. However, the practical ramifica-
tions are not clear, since the conclusion results
from a mathematical analysis that focusses on
the identifiability issue in the context of specific
selection models. Survey sampling arguments
for panel surveys consider a separate issue, the
sampling error of simple estimates of change
(such as the difference in means) that ignore
selection effects entirely (Cochran (1977, Sec-
tion 12.10)). The Heckman and Robb analysis
ignores sampling error entirely. Also a major
reason for social science panel surveys (such as
the U.S. Survey of Income and Program Par-
ticipation) is their ability to measure micro-
level transitions that are inestimable from re-
peated cross-sections.

Heckman and Robb’s approach to selection
bias is to model the data and the selection
mechanism. In the context of job training, a
parameter o is introduced to represent the ad-
ditional earnings from training. Training occurs
if an observed variable called index of net
benefits (IN) crosses a threshold, say zero. In
the behavioral model, IN is viewed as the dif-
ference between the expected benefits of train-
ing (the gain in future earnings, discounted to
some degree) and the expected costs (expenses
and loss of earnings during training). Selection
bias arises under this model when the propensi-
ty to train is related to future earnings in the
absence of training, after adjusting for the ef-
fects of observed covariates. For example, if
(given covariates), those predisposed to be suc-
cessful are more likely to train, the positive
effects of training will be exaggerated by com-
paring the (adjusted) mean incomes of trainees
and non-trainees.

Writing down formal models such as those
considered by Heckman and Robb can be a
useful way of clarifying thinking. However the
purely economic model of training choice
seems hard to swallow, as does the assumption
of a constant training effect for all individuals:
Heckman and Robb do provide a limited dis-
cussion of random training effects, but it is
mainly directed at defining the parameter of
interest. If a distribution of training effects ex-
ists, it seems to me that longitudinal data would
be needed to estimate it, so the assumption of
constant training effect favors the cross-section-
al design.
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Heckman and Robb’s cross-sectional meth-
ods for adjusting for selection bias appear to
depend crucially on finding instrumental vari-
ables that are predictive of the decision to
train, but not predictive of earnings. No specif-
ic suggestions for variables are offered, and
(coming from the statisticians’ camp) I have
less confidence than Heckman and Robb in the
ability of econometric theory to supply them.
Purely for illustration, let me propose the vari-
able “distance to training site.” This variable
might be strongly related to the decision to
train, and a plausible econometric story might
justify the assumption that “distance to training
site” is not related to earnings, after adjust-
ment for other exogenous variables in the mod-
el. Human populations are heterogeneous,
however, and social science theory does not
lead to all-encompassing physical laws. Thus it
also seems plausible that the variable is related
to earnings, particularly if it is acting as a proxy
for some unmeasured geographical covariate.
This difference of opinion does not matter
much for some types of analyses, but it does if a
large selection bias adjustment rests on it. For
me, these instrumental variables (IV’s) often
supply blood to a body that is already dead,;
“minimal identifying assumptions” (MIA’s) are
too often “missing in action”!

What are the alternatives to selection model-
ing? One approach is to try to collect as many
variables as possible related to the selection
process, and then use these variables in a stand-
ard covariate adjustment. Here longitudinal
surveys may have a distinct advantage over
cross-sections, because of superior ability to
collect time series information.

Selection models of the type considered by
Heckman and Robb have also been applied to
survey nonresponse, and it is this application
that is the subject of the Glynn, Laird, and
Rubin chapter. These authors compare two
modeling strategies; let Y denote the outcome
variable of interest, X fully-observed covariates
and R an indicator for response (R = 1) or non-
response (R = 0). Selection modeling writes the
joint distribution of Y and R in the form

fR, Y|X, 8, ) =f(Y1X, O)f(R]Y, X, w),(3

where the first component characterizes the
distribution of Y given X in the population, and
the second component models the incidence of
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nonresponse as a function of X and Y. Mixture
modeling writes the joint distribution in the
alternative form

fR, YIX, &, ) =f(Y|X, R, E)f(RIX, w), @

where the first distribution characterizes the
distribution of Y given X in respondent and
nonrespondent strata, and the second compo-
nent models the incidence of nonresponse as a
function of X only. The distribution of Y given
X is then a mixture of the distribution of Y
given X in the response and nonresponse stra-
ta, which explains the name. Selection model-
ing is natural to econometricians since their
models relating Y and X are formulated in the
unrestricted population. Mixture modeling is
perhaps more natural for statisticians since it is
closer to the structure of the observed data. In
particular the mixture modeling form (4) em-
phasizes a basic difficulty inherent with the
data; since there are usually no data on Y for
nonrespondents, there is no information for
estimating the distribution of Y given X, R=0.
Rubin (1977) relates the distribution for nonre-
spondents to that for respondents using a Baye-
sian prior distribution. The selection modeling
form (3) can be estimated without explicit in-
clusion of prior information relating respon-
dents and nonrespondents. However such a pri-
or specification is implicit, and sensitivity to
model specification is an equally serious prob-
lem for either version of the model.

Glynn, Laird, and Rubin display sensitivity
of the selection approach to model misspecifi-
cation by simulating results under correctly-
specified and misspecified models. They con-
clude that the method is very unstable unless a
covariate is available that is related to only one
of response or outcome; the variable plays the
analogous role to the I'V variables in the Heck-
man and Robb paper. Here as in the job train-
ing context, the key question is whether such
variables can be found in practice: Glynn,
Laird, and Rubin are pessimistic.

The chapter also compares the selection
modeling and mixture modeling approaches
when a subsample of nonrespondents are avail-
able via follow-ups. The assumption is made
that the subsample is random. Comparisons are
made using simulated data, and real data from
a survey on drinking behaviors. They conclude
that mixture modeling is more robust than se-
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lection modeling to departures from distribu-
tional assumptions.

Like any collection of papers, DISS lacks
some degree of cohesiveness. The book pre-
sents the views of distinguished applied statisti-
cians on a problem that arises in the real world,
rather than the artificially constructed world of
many mathematical statistics texts. I found the
book stimulating and recommend it.
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It is astounding how much attitude survey re-
search has become a part of academic and po-
litical life. It is estimated that a minimum of 100
million survey interviews were conducted be-
tween 1971 and 1976 in the United States.
More than 28 million survey interviews were
conducted by telephone during 1980. It is esti-
mated that 39 % of the British public have been
surveyed. In a single one-month period there is
documented evidence of the distribution of
more than 200 million copies of poll stories in
American news media and more than 50 mil-
lion copies in Britain. More than half of the
published articles in the field of sociology re-
port survey data, as do about 30 % of the arti-
cles published in political science and econom-
ics.

The two volumes reviewed here represent
the proceedings of a multi-year panel on “Sur-
vey Measurement of Subjective Phenomena,”
convened in 1980 under the auspices of the
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United States Committee on National Statis-
tics. The committee was convened because of
the discovery of ‘‘several instances in which
seemingly equivalent (public opinion) survey
measurements made at approximately the same
time produced surprisingly different results
(I:xiii).” The problems all clearly involved non-
sampling sources of error (as opposed to sam-
pling errors which are handled by probability
theory and confidence testing). The purpose of
the panel was to study “the use, reliability, and
meaningfulness of survey measurements of atti-
tudes, opinions, and other subjective phenom-
ena (I:xiv).” The work of the panel took more
than two years to complete.

In the course of its work, the panel stimulat-
ed so much interesting research on the survey
profession qua profession that there may be
enough material for a unit on subjective mea-
surement in a course on the history of ideas.
Volume II Chapter 1 is a fascinating historical
sketch of the different kinds of attitude re-
search that developed in the early years — social
distance scales, Thurstone scales, Likert’s
“fast” scaling technique, and so on. A careful
reader also finds in this chapter the seeds for
debates between academic disciplines about
which one studies “‘real” attitudes and why
studies from perspectives other than one’s own
are to be criticized as ‘“‘conceptually inad-
equate.” Volume II Chapter 10 is a comparison
of the tendency for particular survey houses,
e.g., Gallup, Harris, etc., to prefer particular
approaches to questionnaire construction, e.g.,
open-ended, middle response categories, etc.,
Volume II Chapter 2 is a similarly fascinating
sketch of the attempts of economists to define
“utility” in a way that is not circular and there-
fore incapable of independent measurement.
The author concludes that “economists have
been more concerned with drawing out the im-
plications of utility assumptions based on casual
introspection or on an a priori conception of
rationality than with attempting to measure
utility in practice (Vol. II p. 42).” This level of
insight and intellectual honesty in a book not
specifically attempting to discredit economic
analysis is refreshing.

Developments or events in four specific areas
served as catalysts for Surveying Subjective
Phenomena: (1) Surveys of public confidence in
the leaders of national institutions, done at the
same time and using allegedly equivalent mea-
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sures, showed substantial discrepancies in both
the levels of reported confidence and the trends
across time. (2) Trend studies of “happiness”
indicators showed divergent results depending
on the survey organization conducting the field
work. (3) Surveys of public attitudes toward
science were being openly criticized for reifying
public opinion, i.e., putting words in the
mouths of respondents — on topics for which
there was little public information or under-
standing. (4) Specific surveys were the targets
of attack by non-social science university facul-
ty as being based on a methodology that was
“ambiguous,” ‘“‘meaningless,” and ‘‘prejudi-
cial.”

Surveying Subjective Phenomena attempts to
come to grips with the issues that each of these
criticisms raises for the survey measurement
profession. Volume I Chapter 1 points out that
the problem of fallible measurement is not
limited to subjective indicators, survey re-
search, or even social science. There is a fasci-
nating discussion of interlaboratory experi-
ments conducted to achieve replicated meas-
urements of natural science physical constants.
The measurements ought to have produced the
same result but they did not. Experimental
studies of the variability among mesurements
made by different scientists, by different labo-
ratories, and by different analytical procedures
led to “a better understanding of the error
structure of such measurements (Vol. I p. 16).”
These experiments in the physical sciences are
the basis for the panel’s recommendation for a
coordinated interlaboratory program of meas-
urements for survey research.

In a number of ways the work is a “stiff-
upper-lip” exploration of the soft underside of
public opinion and survey research. The work
reviews past, well-publicized ““failures” of sur-
vey research, e.g., the Literary Digest poll and
the Dewey-Truman polls in 1948. The work
reviews, in detail, the recommendations made
by blue-ribbon commissions convened to study
and make recommendations about those past
failures (Mosteller et al. (1948)). The work
reviews, chronologically and in detail, attempts
made by professional polling associations,
other organizations or individuals, and even the
Federal government to develop, implement,
and enforce standards to ensure quality and
consistency in the public opinion or survey
product. It was enlightening to me to see that
so many of the recommendations and findings
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of the panel’s work have been part of previous
efforts as well.

The work raises many of the same questions
about nonsampling errors, e.g., intensity of
opinion, manufactured responses, question
wording bias, questionnaire order effects, re-
spondent understanding, selective reporting of
results, and clarity of the concept being meas-
ured — as are covered in more polemical tours
of the same horizon such as Lies, Damn Lies,
and Statistics or The Pollsters (Wheeler (1976)
and Rogers (1954)). But Surveying Subjective
Phenomena explores the issues more fully and,
in my opinion, in a more balanced fashion.

Volume I of Surveying Subjective Phenom-
ena contains the panel report per se. Chapters
in this volume are compilations of sections con-
tributed by panel members and then subjected
to the critical eye of editors and outside review-
ers. Some of the sections and chapters in Vol-
ume I are designed to review the research and
results on various topics in the literature on the
reliability and validity of subjective survey
measurements. Other sections and chapters in
Volume I go considerably astray from this goal
and are presented as new ideas or new method-
ologies that the panel recommends for analyz-
ing subjective survey measures. Finally, there is
a 30-page list of panel recommendations to pro-
ducers and users of subjective survey data.

Volume II consists of individual contribu-
tions of authors commissioned to undertake
special studies. These chapters were also sub-
ject to outside review. Some of these chapters
bear directly on the point and mission of the
two-volume work — some are in-depth studies,
not published elsewhere, of issues in the reli-
ability and validity of subjective survey mea-
sures. Volume II Chapter 8, for instance, is a
summary of the ‘““non-attitudes debate.” Other
chapters, however, go considerably far afield
from this goal.

As with any published compilation of this
scope (and of this panel-based methodology),
the work is excessively long; overwritten at
some points, underwritten at others; and, over-
weighted toward the interests (or abilities) of
those who happen to have been panel mem-
bers. Everybody who reads the work will find
something that is of great interest, but they also
are likely to find a great deal that is not. The
two volumes are a good first draft of a book
that should be about one third of its 1145 page
length.
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On the other hand, I sincerely believe that
there is little that has ever been said or written
about the reliability and validity of subjective
survey data that does not appear somewhere in
this work. For this reason, Surveying Subjective
Phenomena, Vols. I & II rivals the scope of
other excellent works with a similar mission
(Rossi, Wright, and Anderson (eds.) (1983))
and, therefore, merits attention by practition-
ers and students of social surveys.

A number of very general observations can
be made about the areas of success or failure of
the book. These successes and failures, I hope,
will define the shape of research on survey
methodology in the coming years.

The work makes an important three-way dis-
tinction between subjective phenomena, facts,
and quasi-facts: (1) Subjective phenomena are
those that, in principle, can be directly known,
if at all, only by persons themselves — such as
expectations (to vote, to have children), satis-
factions (happiness, utility), subjective judge-
ments (confidence, fairness), or opinions (for
or against something). (2) Factual measure-
ments are in principle verifiable without refer-
ence to respondents’ interpretations. (3) Quasi-
factual measurements allow latitude for the re-
spondent’s definition of the criterion for the
(factual) behavior or event in question — such
as unemployment (whether or not one is active-
ly looking for a job), housing quality (whether
a unit is deteriorating or sound), neighborhood
quality (what boundaries), crime victimization
(whether or not an encounter is judged to be an
assault), or ethnicity (judgements based on lan-
guage, father’s lineage, mother’s lineage, or
other factors.)

The vital issues in survey measurement in
this work have to do with measurement of sub-
jective and quasi-factual phenomena. The
“true score” models of physical scientists and
psychologists are beside the point when one has
to consider how to design experiments and cali-
brate the sources of measurement error for
subjective and quasi-factual phenomena. The
point of the definition of subjective and quasi-
factual phenomena is that there is not an exter-
nally verifiable true score. Therefore it is some-
what surprising that the introduction to mea-
surement error in Volume I Chapter 4 is a
mechanistic retread of the “true score” model.
The panel loses a valuable opportunity to intro-
duce a mathematical notation and language for
error models that would contribute significantly
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to the literature.

Beginning with Volume I Chapter 5 and con-
tinuing through much of the rest of the work,
Surveying Subjective Phenomena concentrates,
a section at a time or a chapter at a time, on the
work of specific individuals or groups of au-
thors. Volume I Chapter 5, for instance, sum-
marizes early work (e.g., Cantril), contempo-
rary work (e.g., Schuman, Presser, and Associ-
ates), and new results showing empirical pat-
terns of disagreement among subjective survey
questions. The topics covered in this chapter
and in the follow-up piece in Volume II Chap-
ter 7 are not as extensive, nor the analysis as
probing, as the book-length treatments of these
topics that are summarized in the chapter or
that have been published subsequently.

Volume I Chapter 6, on the other hand, is a
previously unpublished, mathematically ad-
vanced analysis of survey data using the Rasch
model for item-centered and respondent-cen-
tered analysis. One wonders why this chapter is
included and the reason for its placement in
Volume 1 of Surveying Subjective Phenomena.
The other chapters discussing measurement er-
ror do not hint at a Rasch model solution. They
are not written in a way to motivate its selec-
tion as a tool to manage the complexities of
analysis and interpretation that are brought
forth. The Rasch model is brought forward to
“call attention to some approaches to scientific
analysis of survey data that are either novel or
underused (Vol. T p. 179).” This is a weak
justification, and its presentation seems out of
place.

A number of other chapters, notably in Vol-
ume II, have this same feeling of being out of
place. The reader is struck by how very little
relationship there is between the mathematical-
ly technical chapters on models of subjective
error measurement and the inductive, analytic
chapters on patterns of results. The technicians
in the subjective error field seem to be stuck on
problems that have to do with measuring item
and category response metrics (Rasch, latent
class, etc.). On the other hand, the inductivists
(who actually design and administer a lot more
surveys) are stuck on problems of conceptual
clarity and definition.

A number of chapters or sections raise, for
the record, significant issues in subjective
measurement, but have little to say beyond
acknowledgement of the problem. Volume I
Chapter 7, for instance, raises the issue of con-
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ceptual ambiguity in surveys: “if the concepts
used in survey questions are not understood in
the same way by the survey researcher and the
respondent, then responses to the questions are
likely to be misinterpreted by the researcher
(Vol. I p. 235).” The chapter does not make a
clear statement on this issue. It consists of: (1)
an extremely general note on the definition of
“public opinion”; (2) a lively discussion of what
people mean when they use the word ‘“risk’;
(3) some examples where interpretations of
questions apparently were influenced by the set
of response categories; and, (4) an extremely
brief description of a technique called ethno-
graphic semantic mapping. The reader, I be-
lieve, would be better off with more discussion
of this topic, or less. It is as if the editors did
not know where else to put these pieces, did
not want to leave them out, and were not suf-
fering from the discipline of an overall page
limitation.

Volume I Chapter 8 is a review of what is
known about the effect of respondent-inter-
viewer social dynamics during an interview.
The conclusion is that “variability in the social
aspects of the interview situation results in vari-
ability in respondents’ role expectations and
behaviors during interviews (Vol. I p. 273).”
But the patterns are inconsistent: ‘“we have
only begun to understand how the interview,
viewed as a social relationship, influences re-
sponses to survey questions (Vol. I p. 274).”
Volume IT Chapter 9 explores a related terrain:
“social desirability ... the notion that some
things are good and others are bad, and the
notion that respondents want to appear “‘good”
and answer questions in such a manner as to be
perceived that way (Vol. II p. 258). The con-
clusion is similarly vague: ‘““‘conceptual ambigu-
ities plague the notion of social desirability
(Vol. II p. 276).” These chapters, like many
others, are notable for their examples but not
for their conclusions. After reading several
hundred pages like this, one begins to grasp
how subjective measurement is; a field rich
with rules of thumb about survey design (and
other forms of folklore), but a “scientific”’ un-
derstanding of the process may be so complex
and so expensive that it will never be achieved.

Volume I Chapter 9 consists of notes on
“psychological” sources of bias in the question
and answer process. Some of these sources of
bias include subtle cues of grammatical struc-
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ture, affective connotations of particular
words, or mood changes induced by positively-
or negatively-worded questions. As a sociologi-
cally-trained researcher, I find this one of the
more fascinating chapters because the point of
view on the nature and competence of the re-
spondent is so different from what I am used
to. One of the lines of research reviewed in the
chapter takes a bald position against the use of
any sort of introspective reports because ‘‘peo-
ple do not necessarily have privileged knowl-
edge of their own attitudes, motives, or the
causes of their behavior (Vol. T p. 298).” In a
year of mud-slinging election advertising in the
United States, I find fascinating the suggestion
in another study reviewed in this chapter that
people often cannot verbalize the reasons for
their likes and dislikes because ‘“‘the salient and
notable features of an object are not necessarily
the same features that feelings are attached to
(Vol. I p. 299).” The conclusion of the chapter
attempts to strike the ball right out of the park:
“uncritically accepting respondents’ stated pur-
poses or motives as valid and basing a full-scale
analysis on them is a risky strategy, at best
(Vol. T p. 300).” It is too bad that the entire
book was not more cohesively constructed so
that some of the implications of the statements
made in this chapter could be explicitly ad-
dressed in other parts of the discussion.

Volume I Chapter 10 contains the 18 recom-
mendations from the panel’s multi-year effort.
I will not summarize them here because they do
not flow directly from the preceding 300 pages
nor from the 800 pages of special studies that
follow. The recommendations have mostly to
do with how the profession of survey research
ought to be institutionalized, managed, funded,
and monitored in a market economy. Those
who want recommendations on how to do sur-
veys better will have to look at the research
results in individual chapters and not at the
panel’s 18 recommendations.

The panel advocates the strongest possible
recommendations regarding public education,
industry regulation, and subsidies for method-
ological research. The panel hopes its recom-
mendations will offset some facts about the
survey profession: (1) public opinion polling is
a competitive industry in the United States and
in other countries; (2) large sums of money are
not likely to be forthcoming from private
sources for methodological research, and, (3)
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neither national governments nor professional
associations are in a position to enforce strict
guidelines for the polling profession. Given
these facts, it is unclear what effect the panel
and its list of recommendations will have on the
priorities and conduct of the survey profession.
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Dey, A., Orthogonal Fractional Factorial De-
signs. Wiley Eastern Limited, New Delhi,
1985. ISBN 0-85226-165-9. viii + 133 pp.,
£8.40.

Even the most advanced courses in the design
of experiments do not go very deeply into frac-
tional factorials, apart from the traditional 27~ %
and 3" K series. There may perhaps be a pass-
ing reference to the 4° and 5° orthogonal main
effects plans based on sets of mutually ortho-
gonal latin squares, but there is rarely time for
anything more.

The few topics mentioned above represented
the frontier in fractional factorials until the
1960s. Little further progress was made on
asymmetrical fractions until the work of Addel-
man and Kempthorne (1961 a and b) and Mar-
golin in (1968; 1969 a, b, and c; 1972). Since
then considerable advances have been made by
several statisticians, including Professor Dey
himself. Their work has appeared in various
journals, among them Technometrics.

The interest of Technometrics in this work
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should not be surprising because the past dec-
ade has seen a surge in the use of orthogonal
fractions by engineers who are involved in
modern quality assurance and process improve-
ment. Until lately, they have had available to
them only orthogonal main effects plans for
two and three factors, whose derivation has
often been wrongly attributed to Taguchi. But
the main effects plans are not enough: engi-
neers need to have access to good resolution IV
designs.

Dey has gathered together the results on
orthogonal fractional factorials obtained in the
past forty years or so, producing a short but
useful synthesis. There is an enormous amount
of interesting information, especially about
asymmetrical fractions. Reasoning, no doubt,
that the interested reader can find the deriva-
tions of the procedures in the original papers,
the author does not repeat the proofs. How-
ever, he does provide some examples of those
techniques, including, for example, a helpful
discussion of the derivation of the design of
Bose and Bush for 3%/27 (meaning 9 factors at
3 levels in 27 runs). It is good to see all these
methods brought together in one volume.

Unfortunately, retrieval of the information
in the book is a problem. The author has added
tables, which he calls indexes, that are intended
to help the reader find in the text procedures
for constructing appropriate designs. I tested
them on two examples. First, I tried to find the
lattice for 37//18. It was not listed in Table 2.3,
“Index of Orthogonal Main-Effect Plans for
Symmetrical Factorials,” which referred me in-
stead to the 16 run fraction by Stark, but did
not tell me where to find it. Happening to know
that this lattice can also accomodate a two level
factor, I next looked up the 37.2 lattice with 18
points in Table 3.4, “Index of Orthogonal
Main-Effect Plans for Asymmetrical Factor-
ials,” and was referred to Section 3.3, where I
failed to find it. Finally, I tried 6.3%/18 and was
sent to Section 3.4.3 where I found it on pages
58 and 59. There Dey mentions that it was
derived from the lattice of Addelman and
Kempthorne (1961 b), but does not tell where
to find the derivation of that design. (It is actu-
ally derived in a well-written section starting on
page 29). Obviously, this book sorely needs a
proper index.

My second attempt was to find a resolution
IV design for 3.2%/24. 1 found the reference in
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Table 4.5, “Index of Orthogonal Resolution IV
Designs,” which referred me to Section 4.3.1.
There I found a procedure for £.2™! fractions,
and could have used some help. After staring at
it for a while it dawned upon me that I should
attack it as a 6.2° problem. The information is
there, but it is hard to find.

This is an interesting book and I am glad to
have read it, but I wish it were not so con-
densed. The first chapter is a very short intro-
duction to the topic, marred by several typo-
graphical errors. The author’s style is so terse
that any but the mathematically sophisticated
reader will find it hard work indeed. This book
could prove helpful to the mathematical statis-
tician who is engaged in experimental design
and might be asked sooner or later for an or-
thogonal resolution IV fraction of an asymmet-
rical factorial. I am not sure that this book will
provide the answer, but it should point the
right direction in the literature.
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Kapadia, R. and Andersson, G., Statistics Ex-
plained. Basic Concepts and Methods. Ellis
Horwood Limited, Chichester, 1987. ISBN
B-7458-0053-X, 0-7458-0315-6, 0-470-20966-
6. 234 pp., £ 12.95.

In the field of statistics, the bulk of the litera-
ture discusses statistical methods and tech-
niques and the intended audience is the produc-
ers of statistics. On the other hand, statistical
literature written for users of statistics, litera-
ture that addresses the users’ needs of inter-
preting, understanding, and critically examin-
ing their data is indeed scarce. Statistics Ex-
plained: Basic Concepts and Methods mainly
directs itself to British readers and provides
many insights into the possibilities and restric-
tions of statistics.

From a pedagogical point of view, the book
has an excellent presentation. Each chapter is
organized in a systematic fashion. First, a cer-
tain problem area is introduced using exam-
ples. After that comes a discussion of the
“what-how-where” of the data; i.e, a discussion
of how the data were collected and the ques-
tions that the data were meant to answer. This
is followed by a short presentation of the statis-
tical theory used in this particular example.
And lastly, some interpretation of the data is
reached and this interpretation is evaluated.
Each chapter concludes with empirical comput-
er exercises written for Minitab; also there are
other exercises and solutions.

Because the theoretical parts are interwoven
with a rich amount of text and references, the
book also becomes accessible to people who
have a restricted knowledge of mathematics.
The book thus follows the classic Anglo-Ameri-
can tradition of being both easy to read and of
interest for a wide circle of readers. It seems to
me that this book should be read by everyone
who work in media, such as journalists, and
even politicians and researchers in other fields.

My personal reflection is that this book paves
the way for a follow-up or companion volume,
tentatively named Making Inferences with a
similar organization and presentation. The
question of making inferences is so essential
from several aspects that it deserves an entire
book and not only an abbreviated chapter as in
the present book.

Per Nilsson
Statistics Sweden
Stockholm
Sweden
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Matérn, B., Spatial Variation. Lecture Notes in
Statistics, 36, Springer-Verlag, Berlin, 1986,
ISBN 3-540-96365-0 (Springer-Verlag Ber-
lin), ISBN 0-387-96365-0 (Springer-Verlag
New York). 151 pp., DM 33.00.

The first edition of Spatial Variation was pub-
lished in 1960 as Meddelanden frin Statens
Skogsforskningsinstitut 49:5 as Matérn’s doctor-
al thesis. Publication in this form gave it limited
circulation, and Springer has now issued a facsi-
mile reproduction of the original together with
author and subject indices and a three-page
Postscript giving a summary of more recent
developments.

It is almost unbelievable how far Matérn was
ahead of his time. Some of the theoretical work
was started in 1948, and by 1960 Matérn had
completed an overview of the theory of two-
dimensional random fields and point processes
and applied these ideas and those of geometri-
cal probability to sampling problems in forest-
ry. It is this emphasis on sampling, and in par-
ticular on the precision of sampling designs,
which distinguishes Spatial Variation from all
subsequent books in spatial statistics. One
would expect a 1960 research monograph to be
completely outdated by now, but in Matérn’s
case this is far from so. Matérn quotes only a
few additional references on spatial sampling in
his postscript, and I am aware of only a handful
of others. In part this is testimony to the com-
pleteness of his approach.

Chapter 1 is (the original) introduction. The
second chapter gives an introduction to station-
ary stochastic processes on R”, now more often
referred to as random fields. Modern readers
may find this difficult. It is stated to be a re-
view, but the material (especially characteristic
functions) is no longer emphasized in courses
and texts on probability theory. (The first place
I encountered a Bessel function was whilst a
graduate student reading the first edition!) Sec-
tion 2.6 sketches the idea for random measures,
a subject developed in depth in later years by
Olav Kallenberg. In his postscript, Matérn
seems to confuse this with the random set the-
ories of Kendall and Matheron, which are quite
distinct. The countable additivity which Kallen-
berg added to Matérn’s postulates of finite ad-
ditivity and second-order stationarity is neces-
sary to avoid a measure-theoretic quagmire. It
is also a key part of the reduction of moment
measures exploited by Krickeberg and the re-
viewer.

103

Chapter 3 discusses some specific mecha-
nisms for constructing stochastic processes.
These provide one of the most comprehensive
catalogues available of stochastic processes
with specified correlation functions, which has
proved invaluable in these days of extensive
simulation. Later sections introduce some
widely used models of point processes and ran-
dom sets. This chapter contains an amazing
richness of ideas, many of which are only now
being exploited. The one important idea which
is not present is that of Gibbsian point pro-
cesses (Ripley (1988)). These remove the awk-
wardness of the “more regular than Poisson”
processes of §3.6.

The fourth chapter begins the more practical
half of the study by considering what spatial
correlograms occur in practice. Matérn uses a
few artificial examples to suggest that an expo-
nential correlation function is appropriate, and
then in Chapter 5 considers the efficiencies of
stratified and systematic sampling schemes un-
der this correlation function. Since exact calcu-
lations were too much for the computers of the
1950s, a number of clever approximations are
used. Today the exact calculations can be done
without difficulty. The actual values are rather
different, but the qualitative conclusions (to
use systematic sampling on a rectangular grid)
remain unchanged. Chapter 6 is a miscellany of
calculations related to practical sampling prob-
lems in forestry. I have always found this im-
penetrable. The topics are only very loosely
related and there are few firm conclusions. In
part it is a commentary on Matérn’s 1947 essay
(in Swedish, and even less available than the
first edition of Spatial Variation).

The field of spatial statistics has been
changed radically by the computer revolution,
so it is no surprise that it is the more general
and theoretical Chapters 2 and 3 which have
endured best the passage of 25 years. Indeed,
they have never been superceded as a reference
for general stationary isotropic random fields.
The work on Chapter 5 on sampling plans is
still a model of what can be done with simple
calculations, and has proved to be an inspira-
tion to the geostatistics school. More extensive
experience has suggested that the exponential
correlation function is less widely applicable
than Matérn implies, and that both border ef-
fects and long-range correlations need to be
taken more seriously than their easy dismissal
here.
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The postscript is the weakest part. Perhaps it
is unfair to expect Matérn (who was by then
retired) to be aware of all the recent develop-
ments in spatial statistics, but a good deal of the
commentary is ill-informed and lacks the inci-
siveness of the original material. Much more
could be made of the developments in geosta-
tistics (Journel and Huijbregts (1978)) and ran-
dom processes have been quite widely pro-
posed in the design and analysis of field trials
(e.g., Bartlett (1978); Besag and Kempton
(1986); Wilkinson, Eckert, Hancock, and
Mayo (1983)).

Spatial Variation is certainly of historical in-
terest, and a testament to Matérn’s vision. But
it is considerably more than that. Although not
a suitable introduction to spatial statistics,
Chapters 2 to 5 are compulsory reading for
anyone with aspirations to specialize in the
area. I know very little about forestry applica-
tions, but suspect that the wisdom on spatial
sampling in this volume is still not widely ap-
plied outside Sweden.
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This is a nice book and I enjoyed reading it.
Multivariate linear statistics is developed using
vector spaces and transformations. The book is
mathematical. The theory is done in the style of
Halmos. A vector space of variables is given.
The observations are linear real-valued opera-
tors on this space. For example, an observed
person NN operates on the variable annual
income giving the real number 178000 SEK.
Mean values are also operators on the variable
space. The variance is an inner product on the
same space. The dual space, where the obser-
vations lie, is called the evaluator space.

The book is not directly useful for a practis-
ing statistician. He or she will not learn any
new methods or learn much about the old ones.
However, they will gain some insight into the
structure of multivariate linear statistics. They
will get a new way of looking at multivariate
problems, in particular on the proofs of the
basic theorems. A special trait is the use of
pictures even for complicated high-dimensional
situations. The pictures are sometimes integrat-
ed into the proofs of the theorems. The book is
probably intended for the graduate level.

The book is in another way quite elementary.
It does not require much knowledge of statis-
tics. It does not treat more than the basic the-
ory. For example, principal components, factor
analysis, cluster analysis, and discriminant ana-
lysis are not mentioned. The book does not
even consider estimation when the covariance
matrix is not proportional to something known
(the Behrens-Fisher problem). The theory can
thus not be applied directly to subjects like
stratified sampling or nested factors.

I would recommend the book to a mathema-
tician who wants to learn multivariate statistics
and who is prepared to read at least one more
book in the field. A mathematical statistician,
who is used to think of linear statistics in terms
of vector spaces, should also benefit from the
book and may even enjoy it.
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