
Letter to the Editor

Letters to the Editor will be confined to discussion of articles which have appeared in the

Journal of Official Statistics and of important issues facing the statistical community.

Revisiting the Multipurpose Property of Sampling Weights

The recent article by Professor R.J.A. Little (Little 2012) includes a discussion of

alternative basic philosophies of official statistics production. In this letter, we wish to

bring to the attention of JOS readers another, related fundamental property of significance

for official statistics production, which we believe is related to the matter that Prof. Little

discusses.

Use of sampling weights is a feature that probably distinguishes survey sampling most

from other statistical disciplines. In survey practice, statisticians have traditionally called

for them to satisfy the so-called multipurpose property (Särndal 2007), that is, that

a single set of sampling weights is used to estimate all population variables in a

multipurpose survey.

Another key concept in official statistics production is auxiliary information. It occurs at

different stages: the sampling design (Cochran 1977), the construction of estimators

(Särndal et al. 1992), the treatment of nonresponse (Särndal and Lundström 2005), the

imputation methods (Haziza 2009), to name perhaps the most noteworthy. Auxiliary

information in statistical offices is nowadays abundant, available, up-to-date and of good

quality for statistical purposes.

We contend that this increasing availability of auxiliary information invites us to

consider putting aside the multipurpose property. We reason as follows. From a purely

theoretical standpoint, there is no reasoning that supports the multipurpose property.

Moreover, adhering to methodological rigour in sampling weights construction, one can

easily find reasons not to have a single set of weights. Let us consider, for instance,

nonresponse treatment. Reweighting for nonresponse (see e.g., Särndal and Lundström

2005; Bethlehem et al. 2011) is an elaborate technique where either calibrating against

benchmark auxiliary information or modelling response propensity (also using auxiliary

information) assists in the weight adjustment and bias reduction. Regarding calibrating,

to take a specific example, the following statement by Ranalli (2008) is enlightening in

this respect:

The calibration approach of Deville and Särndal (1992) has been referred as to be

“model-free” (Särndal 2007), as opposed to regression estimation in which an

assisting model has to be specified to conduct estimation. We believe that model-free,

in this case, refers to being free from an explicit [original italics] modelling

procedure. In fact, the results reported here show that calibration, although developed

in a purely design based framework, implicitly assumes a linear relationship between

all the survey variables and the auxiliary ones [our italics].
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Thus, if the auxiliary information needed to adequately deal with the nonresponse

differs between different variables of interest, why would one not use the correspondingly

different sets of sampling weights for each of them? Furthermore, if accepting different

sets of sampling weights in a multipurpose survey, why not use more accurate techniques,

such as, for instance, model calibration (Wu and Sitter 2001; Wu 2003; Montanari and

Ranalli 2003, 2005) in the construction of estimators? Moreover, what if we use model-

assisted techniques with non-linear models rendering the concept of sampling weight itself

surpassed by a more complex, although possibly more accurate, notion of (non-linear)

sampling estimator (Lehtonen and Veijanen 1998)? Accuracy is clearly an argument in

favour of having several sets of sampling weights.

In the present multidimensional reading of data quality, not using a single set of weights

can also be viewed as a possible cost reduction in terms of sampling sizes: if for a given

sample size n and its corresponding cost c(n), lower variances, say, Vno multi , Vmulti can

be achieved by dropping the multipurpose property, why not think of keeping the same

accuracy Vmulti but reducing the sampling size n 0 , n and the corresponding cost

c(n 0) , c(n)? Another example going in the same direction stems from the use of multiple

frames with Hartley-Fuller-Burmeister-type estimators. In this case, cost reduction

because of the use of multiple frames is also present, but is often disregarded because of

the multipurpose property (Lohr 2009).

In a more general discourse, dropping the multipurpose property can be viewed as a

chance to use model-based techniques in the construction of sampling estimators. It gives

the statistician the opportunity to resort to the vast field of classical inference statistical

techniques without crossing the red line between the design-based and model-based

approaches (see e.g., Smith 1994 and references therein for a detailed discussion). As

prominent examples, let us cite model-assisted estimation (Särndal et al. 1992) and model

calibration (Wu and Sitter 2001; Wu 2003; Montanari and Ranalli 2003, 2005): the

estimators obtained thereby are (approximately) design-unbiased, being protected against

model-breakdowns. Typically, they are also more accurate than those not using these

statistical-modelling assisting techniques. But the door is open: why not use more general

techniques, for instance, geostatistical techniques or time-series modelling, in the same

fashion?

On the other hand, from a practical point of view, we can suggest several reasons

supporting the multipurpose property, namely, (i) sampling weights interpreted in a sense

of representativity, which apparently reinforces the multipurpose property; (ii) the

numerical consistency among all output tables in multipurpose surveys; and (iii) the

concerns about transparency in data dissemination.

As we see it, the representativity interpretation and the multipurpose property are

strongly reinforcing each other in survey practice: if a sampling weight of a sample unit k

is interpreted as the number of population units represented by k, it is natural to have just a

single set of sampling weights in a survey; and vice versa, if only a single set of sampling

weights is to be accepted in a survey, it is natural to interpret them as a measure of the

representativity of each sample unit. In our opinion, the representativity view has already

been challenged by consequently adopting the theoretically correct interpretation of a

sampling weight vks in a linear estimator ŶU ¼
P

k[s vksyk as a multiplicative factor of the

variable value yk of unit k in the sample s when estimating the population total
P

k[U yk.
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Notice that negative weights and weights vk , 1 are indisputable in this interpretation.

The possibility of having negative sampling weights underlines the essential difference

between the design-based and the model-based approaches to inference. Without going

into detail beyond the scope of this letter, take as an example the issue whether sampling

weights must be used in analysing survey data with heteroskedastic linear regression

models or not (see e.g., Little 2004 and references therein). Choosing a model variance

S ¼ diag s2
1 ; : : : ;s

2
N

� �
, with s2

k / vks, is clearly impossible in the case of at least one

negative sampling weight vk*s , 0. We believe that this is a direct consequence of the

irreconcilable difference between the two approaches (Smith 1994). In our opinion,

official statistics must remain on the safe side of design-unbiasedness, although model-

assisted. However, the notion of a sampling weight as a measure of the representativity of

the associated unit should be exorcised from survey sampling (Kruskal and Mosteller

1979a,b,c, 1980).

More importantly, numerical consistency among all output tables in a multipurpose

survey is a concern. It is indeed a very serious concern, giving justification to the

multipurpose property: it ensures numerical consistency. Let us consider an example in a

health survey where the presence or absence of two habits A and B is measured in the

population. Let us accept that different sets of weights vA
k

� �
and vB

k

� �
are used because

different auxiliary variables have been used in the calibrating stage. Suppose that the

results are demanded broken down by sex. This is usually presented in the form of

contingency tables as in Tables 1 and 2.

Here the issue becomes apparent: rarely, under the assumed working hypotheses, will the

pairs of marginal estimated sex totals ðŶAm þ Ŷ:A
m ; ŶBm þ Ŷ:B

m Þ and ðŶAf þ Ŷ:A
f ; ŶBf þ Ŷ:B

f Þ

coincide respectively. This is the consistency alluded to above. In the sphere of official

statistics, this can be very difficult to accept from the point of view of users of the statistics:

how is it possible that we can be faced with different male and female counts as a result of

estimating different variables? Should these counts not be the same irrespective of the

estimated variable?

Thirdly, transparency in official statistics entails anonymised microdata released to final

users in such a way that they can reproduce almost any published estimate. The case of

Table 1. Estimates of population units exhibiting and not exhibiting habit A

Habit A Male Female Total

Present Ŷ
A

m Ŷ
A

f Ŷ
A

m þ Ŷ
A

f

Absent Ŷ
:A

m Ŷ
:A

f Ŷ
:A

m þ Ŷ
:A

f

Total Ŷ
A

m þ Ŷ
:A

m Ŷ
A

f þ Ŷ
:A

f .

Table 2. Estimates of population units exhibiting and not exhibiting habit B

Habit B Male Female Total

Present Ŷ
B

m Ŷ
B

f Ŷ
B

m þ Ŷ
B

f

Absent Ŷ
:B

m Ŷ
:B

f Ŷ
:B

m þ Ŷ
:B

f

Total Ŷ
B

m þ Ŷ
:B

m Ŷ
B

f þ Ŷ
:B

f .
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several sets of sampling weights, or even of estimators assisted with possibly non-linear

models, renders this task much more complex, to the point of even preventing the user

from computing any further estimate not contained in published releases. Such a lack of

transparency could damage official statistics.

Any attempt to drop the multipurpose property in official statistics production must in

our opinion tackle all these questions. Firstly, the question regarding the interpretation of

sampling weights has already been settled in the methodological arena, but the idea of

representativity must be carefully dealt with when disseminating official statistics.

Secondly, the numerical consistency of any planned or unplanned table must be

guaranteed. That is, there must exist a methodological solution to the numerically

consistent estimation of population quantities arranged in almost any cross-tabulation of

variables. This is the case both for those tabulations contained in the survey production

plan and for those not included but later called for. In this sense, it seems nowadays

advisable to move the focus of the problem of estimation in a finite population from its

traditional univariate setting (see e.g., Hanurav 1966) to a more general and realistic

definition: given a finite population U of known size N and composed of identifiable units

with variable values yk, the objective is to produce numerically consistent estimates for any

planned or unplanned set of tables of population quantities fp(y1, : : : , yN), p ¼ 1, : : : ,P.

In this regard, let us cite the repeated weighting technique (Kroese et al. 2000). Repeated

weighting resorts to an extensive use of calibrating provided “one is willing to abandon the

common practice of using one set of [: : :] weights [: : :]” (Boonstra et al. 2003). Thus,

important steps have already been taken in this direction, although more work needs to be

done to reach a satisfactory solution.

To sum up, dropping the multipurpose property arises as an attractive invitation to use

statistical models and more general techniques in assisting the construction of survey

estimators within the design-based framework. In official statistics, this would pave the

way not only for the stimulation of novel ideas on how to adapt these techniques in the

construction of estimators, but also the inclusion of existing methods in the daily

production of statistical offices in a general fashion. However, we also believe that in

official statistics any step in this direction must guarantee the accessibility and clarity of

the published information, which must be released in an understandable, suitable and

convenient manner to the final user. In current user-oriented statistical systems, we are

convinced that some pedagogical actions regarding the chosen methodology and

dissemination policies should be considered in order to take into account users’ needs and

to guarantee maximum transparency.
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