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Regression Effects in Tabulating
From Panel Data
Huib van de Stadt' and Tom Wansbeek’

Abstract: Tabulation of income changes
between two years by income classes based
on panel data may suffer from regression to
the mean. For a correct tabulation, knowl-

1. Introduction

Over the last decade, the increasing avail-
ability of longitudinal data from socio-
economic panel surveys has given an enor-
mous impetus to the social sciences. Panels
are conducted in various countries to collect
and analyze information on the socio-
economic variables that influence welfare.
One of the most important variables in this
respect is income.

Although an impressive array of statistical
and econometric techniques has been devel-
oped to handle panel data, a small but
important problem has been left relatively
unexplored, viz., the best way to tabulate
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edge of the data generation process is
required. In general, a good procedure is
tabulation by the average income over the
two years.

income change by income class. Often one
runs the risk of getting results that may be
misleading due to “regression to the mean.”
In this note we look at this problem and
suggest a solution. It will appear that a
simple provision can be made to reduce the
misrepresentation problem considerably,
but that a really satisfactory solution
requires extensive knowledge of the data
generation process.

In Section 2 the problem is illustrated by
a simple example. In Sections 3 and 4 we
propose a criterion for unbiased tabulation
and analyze this criterion under different
data generation models. Section 5 concludes.

2. Regression to the Mean

Regression to the mean can occur when the
changes in a variable, measured by means of
longitudinal data, are tabulated by that
variable itself. One example is the tabulation
of income changes by income. Table 1,
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Table 1.
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Median change in real income, 1979-1981, the Netherlands

Income class

Classification according to

1979 1981 average income
income income 1979 and 1981
% per year

first  10%-group 3.6 —11.3 —-1.9

first  25%-group —-0.9 —-53 —24

second 25%-group —23 —-32 —-2.9

third 25%-group —2.8 —1.4 —-21

fourth 25%-group —438 —0.1 —-22

tenth 10%-group —-53 —0.1 —2.7

Source: Keller et al. (1987) and supplementary computations

based on the data used by Keller, Ten Cate,
Hundepool, and Van de Stadt (1987) in
their study of real income changes of house-
holds in the Netherlands, illustrates this
problem. The first column of this table sug-
gests a sizeable decrease in income inequal-
ity from 1979 to 1981. Individuals with the
lowest incomes in 1979 did nearly 9 percent-
age points per year better than those with
the highest incomes (+ 3.6 vs. —5.3). The
second column, however, where the same
observations are tabulated by 1981 income,
suggests a sizeable increase in income
inequality. So the conclusions drawn from
the table depend on the way the data are
tabulated.

Regression to the mean is problematic
because it is a “natural property” of longi-
tudinal data and a nuisance simultaneously.
Depending on what one would like to show,
one can either use the first or the second
column of Table 1 and reach seemingly con-
tradictory conclusions about the develop-
ment of income inequality. The final column
of Table 1 gives the result from a classifi-
cation by average income, and these figures
look more satisfactory.

Examples of tabulated longitudinal data
where regression to the mean is acknowl-
edged but not analyzed exist in the literature

(Schiller 1977; Park, Mitchell, Wetzel, and
Alleman 1983). There are also theoretical
writings on the subject, e.g., a brief intro-
duction in Goldstein (1979), the comprehen-
sive discussion by Nesselroade, Stigler, and
Baltes (1980), a follow-up on the latter by
Labouvie (1982), and an insightful analysis
by Das and Mulder (1983), who stress that
outside the multinormal context *‘regression
to the mode” is a better name. These papers,
though, do not explicitly deal with tabu-
lation. Nesselroade et al. correctly stress
that knowledge of the data generating pro-
cess is a prerequisite for avoiding regression
to the mean, and it is this aspect that we now
develop.

3. The Basic Ideas

The problem of regression to the mean is
actually a problem of endogenous selection:
observations are selected on the basis of
values of the variable to be analyzed (the
endogenous variable). For example, when
we have two variables y, and y,, selection of
observations with a low value of y, will
automatically lead to a high expected value
of y, — y, (since y, has a minus sign in that
expression). In other contexts, endogenous
selection has also been subject to andlysis. A
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well-known example is Heckman (1979),
who suggests an adjustment for a regression
equation when the selection of observations
for the regression depends on the error term
of the regression. Another example is Ten
Cate (1986), who analyzes regression when
the design of the sample depends on the
endogenous variable of the regression.

In this paper we also try to solve the
problems associated with endogenous selec-
tion. We do this by specifying a general
stochastic structure for the income gener-
ation process and analyzing the characteris-
tics of this structure. Let z;, be the (latent)
“true” log-income of individual i in year ¢.
Instead of z, we observe y,, which we
assume is generated by the following process

Ya = t=12..., @1

where ¢, is an error term. We start with the
assumption that g, is normally distributed
with zero expectation, constant variance,
and independent over time and between
individuals. It is important to stress that g,
captures both real (but stochastic) fluctu-
ations in annual income (for example, due
to temporary illness or other unusual cir-
cumstances) and measurement errors.

The important question is now: What is
the best way to tabulate income change
against income? The answer to this question
depends on what one wants to know. We
discuss three possibilities.

zy + &,

a. One is interested in the income change
of a person with observed income in a
specific income class in the first year. In
that case g;,; should not be considered
random and the first column of Table 1
(tabulation by first year income)
should be used.

b. One is interested in the development of
income inequality. In that case one can
simply look at the two marginal distri-
butions and compare a measure of
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income inequality in the first and the
second year. It is not necessary to use
panel data.

c. One is interested in z;,, — z;;, that is,
the change in income apart from ran-
dom fluctuations. We show that in this
case tabulation by income in the first
year leads to misleading results. If one
is interested in the change of the struc-
tural part of the income generating
process (3.1), a different kind of tabu-
lation is necessary.

In our opinion most users of statistics are
more interested in (c) than in (a). That is, it
is more interesting to know the change in
“true” income than the change in observed
income. For this reason we concentrate on
(c) and analyze this in greater detail to deter-
mine the most appropriate tabulation.

In Table 1 regression to the mean is ana-
lyzed by tabulating income changes. We
now approximate ‘‘tabulating” by “calcu-
lating a conditional expectation.” Tabulating
the income change from year 1 to year 2 by
income in year 1 (as has been done in Table
1) can be written as the following conditional
expectation

E(yia — yulya) = E(yalya) — ya
= E(yn) —za — &
= zZp — z; — &. (3.2)

This shows how tabulation by income in the
first year introduces a regression to the
mean effect. If y,;, is relatively low, g; is
probably negative and the expectation of
Yi» — Y given y; is high. Hence a low
income in the first year tends to be associated
with a relatively large income increase, and
similarly a high income in the first year tends
to be associated with a relatively low value
of y,, — y;. This is exactly the effect that
can be observed in the first column of
Table 1. -
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For tabulation by the

income, the equation is

second-year

E(yio — yalyn) = zio — zu + €. (3.3)

A high income in the second year tends to be
associated with a high value of y,, — y;,
and vice versa. This “regression from the
mean” can be observed in the second
column of Table 1.

Under this model, there are no regression
effects if we tabulate by average income over
the two years (or, equivalently, by total
income over both years)

E(yio — yalya + y2) = 2z — zi
+ E(enlen + €,) — Eealen + €2)
= Zpp — Zi (3.4

since ¢;, and g;, are identically distributed.
This tabulation is used in the third column
of Table 1.

However, this does not hold for some
other processes. An example is the auto-
regressive process of the form

fort =1,2,...,
3.5)

Yii = Yu1 + &

with g, independent of y,_,, and y;, fixed.
This process might seem unlikely because it
implies increasing income inequality over
time, but note that for birth cohorts increas-
ing inequality with rising age is not unreason-
able. Now E(y;; — Viol Vo) = 0, so tabu-
lation by the first year is correct. In this
situation the two effects “regression to the
mean” and “‘increasing inequality” cancel
out each other. Since E(y;; — Vol yio +
y4) = €&, tabulation by average income

cov (g, —
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introduces regression from the mean. We
conclude that process (3.5) requires another
form of tabulation than that of process

3.1).

4. The General Solution

Both examples in the previous section illus-
trate the link between the tabulation and the
data generating process. We formulate this
in a more general framework in this section.
Let the income generating process again be
described by

Zil+8il’ t=172"'~’

@.1)

but g, now denotes a normal error term
which might be correlated over time and
which does not necessarily have a constant
variance over time. We want to tabulate the
change in income by some linear combi-
nation of y,_, and y,, so the expression is

Vi =

E(yi — yasilayyr + (1 — @) y,) (4.2)

where a is some constant to be determined.
Substitution of (4.1) into (4.2) and standard
multivariate normal theory give

E(yit - J’n—1|ay,~,4 + (1 - a)yit)

=z — z;, + B(&y — & lag;,_,
+ (1 —a)g,) = z, — 2z
cov (g, — &1, ag,_ + (1 — a)g,)
var (ag,_; + (1 — a)g;)
x(ag,_, + (1 — a)g,). 4.3)
For unbiased tabulation (4.3) should be
equal to z;, — z,_,, hence

€-nnag,, + (1 —ag,) = 0

< (I —a)var (&) + (—a) var (g,.,) + 2a — Dcov (g1, &) = 0

var (g,) —

cov (&1, &)

4.4)

var (g;) + var (g, ) — 2cov (&, &) -
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Note that a = 1 if the variance of g,
is constant. For other processes, the result
for a is more complicated. An interesting
example is the autoregressive process

Eit = Bsil—] + 61’13 1= 19 23 LR} (45)

where g, is an autoregressive error term with
autoregression parameter § (0 < B < 1)
and 9, a normally distributed error term
with zero expectation, constant variance,
and independent over time and between
individuals. The process starts with a fixed
€;0. Using

var (g,) = i B¥~% var (3), 4.6)
s=1

1—1

cov (Sil—l’ 8it) = z B21—25—| var (8)7

s=1

@.7)

it can be shown that (4.4) is

1 + B2r—l
=3 TR - g (4.8)

Equation (4.8) determines a in the case of
the autoregressive process. Note first that
for the process given by (3.1), the auto-
regression parameter f3 equals 0, which leads
to a = 1. We draw the same conclusion as
in the previous section; in the absence of
autoregression one should classify according
to average income in both years. If there is
autoregression with § = 1, thena = 1. So
in this situation one should classify according
to first year income.

The value of a in (4.8) is between 1 and 1
for every B between 0 and 1. If ¢ approaches
infinity, a approaches 1 very fast. For
example, if B = 1 then for r = 2, 3, 4, and
S, a equals 0.60, 0.52, 0.51, and 0.50, respect-
ively. For other values of B the pattern is
similar. So in most situations, especially if
the process was started a number of periods
ago, one should take a = 1, which results in

315

classification according to average income.
Since in most situations we want to classify
a large number of individuals of different
ages and different ¢, average income is a
good choice as long as  # 1.

The error term at the start of the process,
€0, 1 also important, despite the neglect it
has received so far in the discussion. This
error term is assumed fixed for convenience,
but in many situations it would be more
appropriate to consider it a random variable
too. A possible formulation for B # 1 is to
specify €, as an error term and to impose
stationarity on the process

var (g,) = var 3,)/(1 — B*). (49

This process is stationary because

B* var (g;,) + var (3;))
(4.10)

var (g;,) =

var (&)

resulting in a constant var (g;,). It can be
shown that in this case a = 1 should be
chosen, regardless of the values of B and ¢
(aslong as B # 1). For stationary processes
one should classify according to average
income. This result once again stresses the
importance of a correct understanding of
the data generating process.

Another important assumption in the
analysis is that of a constant variance of §;,
over time. If this assumption is relaxed, the
expression for a in (4.8) also is a function of
the variance of 3, at different points in time.
So in this situation, correct classification is
more complicated. However, if the fluctu-
ations in the variance are minor, classifi-
cation by average income offers a good
approximation in practice.

5. Concluding Remarks

We have seen the importance of knowing
the data generation process if we want to
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classify individuals according to income
class. If B < 1, it is usually safe to classify
according to average income. An important
question is now: What is the true process in
the case of income? A more specific question
is: What is the most likely value of ?

Much empirical work on the income
generating process has been done by Lillard
(1978) and Lillard and Willis (1978), based
on the Panel Study of Income Dynamics
from the University of Michigan. Their
equation is approximately equal to our
autoregression model, with z, specified
as

zy = o&'x; + 6 + v, (5.1
where o denotes a vector of regression
coefficients, x;, a vector of exogenous vari-
ables, 6; a random individual effect, and vy, a
fixed time effect (see MaCurdy 1982, for a
more general approach). The fact that 6; is
random does not change our analysis
because it cancels out in the computation of
Yie = V-1

Their estimation of the autoregression
parameter depends heavily on the specifi-
cation of the model and assumes values
between 0.35 and 0.83 for the different speci-
fications. However, their estimate is always
significantly different from one. So accord-
ing to our analysis, classification by average
income would be the most appropriate.
This result contrasts with an earlier ana-
lysis by Fase (1971), who analyzed age-
income profiles by means of a model with
B = 1. He obtained reasonably good
results, but he did not test the hypothesis
B = 1. It should also be noted that the
relevant microeconomic theory (for example,
the human capital theory) is not adequate
to decide whether $ =1 or B # 1 (see
Theeuwes, Koopmans, Van Opstal, and
Van Reijn 1985).
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