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Nonresponse Adjustments for a Telephone
Follow-up to a National In-Person Survey
Hiiseyin Goksel', David R. Judkins', and William D. Mosher’

Abstract: The National Survey of Family
Growth (NSFG), Cycle IV Baseline, was
based on in-person interviews in 1988 with
8,450 women selected from several cycles of
the National Health Interview Survey
(NHIS). Nonresponse adjustments for Cycle
IV Baseline were described in an earlier
article. In 1990, a telephone reinterview, the
CATI Phase, was conducted with about
5,700 of the same women who were inter-
viewed in 1988. Some of the NHIS variables
that predicted nonresponse to the Baseline
also predicted nonresponse to the CATI
Phase, but several Baseline variables were

1. Introduction

Longitudinal components to major demo-
graphic surveys are becoming more and
more common. One feature that all long-
itudinal surveys share is higher nonresponse
than cross-sectional surveys. This feature is,
of course, well known. It is tolerated as the
price of either the unique information that
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considerably better predictors. Mobility was
the most powerful predictor, but race, His-
panic origin, education, and other socio-
economic variables and several variables
specific to the subject matter of NSFG were
also closely associated with nonresponse.
The article describes how the determinants
of nonresponse were modeled, how the sam-
ple weights were adjusted for nonresponse,
and presents the results of an evaluation.

Key words: Response propensity; Automatic
Interaction Detection (AID).

can be obtained longitudinally or by the cost
savings that can be realized by multiple
visits, or by the increased correlations over
time that improve the reliability of cross-
sectional change estimates. Less commonly
recognized is the fact that the data obtained
on early visits can be used to reduce the risk
of bias due to the higher rates of nonres-
ponse on subsequent visits.

In this article, we describe the nonres-
ponse adjustment for a telephone reinter-
view of Cycle IV of the National Survey of
Family Growth (NSFG). The reinterview
together with a first interview of a sup-
plementary sample of women just recently
eligible for the survey (teenagers aged 15 to
17 and some months) was known collective-
ly as the Computer-Assisted Telephone In-
terview (CATI) Phase of Cycle IV.™
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The NSFG is conducted by the National
Center for Health Statistics (NCHS) and
designed to provide national estimates of
factors associated with fertility, contracep-
tion and reproductive health among women
15-44 years of age in the United States.
Specific objectives for the CATI Phase were:
(1) to update program-relevant statistics on
adoption, teenage sexual activity, con-
traception and family planning; (2) to add
new data on AIDS-related behavior, sexu-
ally transmitted diseases and other topics;
and (3) to create a longitudinal data base
with information on changes over time for
individual women.

The 1988 NSFG sample (the “Baseline’)
was drawn from households who partici-
pated in the National Health Interview
Survey (NHIS) between October of 1985
and March of 1987. Women who were in
the civilian noninstitutional population
and 15-44 years of age on March 15, 1988,
were eligible for the 1988 baseline inter-
view (which was conducted in-person).
Women who participated in the 1988 base-
line were eligible for reinterview if they
were under 45 years of age on August 15,
1990.

More details on the NSFG Cycle 1V
Baseline may be found in Judkins, Mosher,
and Botman (1991). In this article, we con-
centrate on the methodology for forming
nonresponse adjustment cells and on pat-
terns of nonresponse propensity that may
carry over to other follow-back telephone
surveys.

2. Methodology

For this survey we formed nonresponse ad-
justment cells using the same general ap-
proach previously used by the Institute for
Social Research (ISR 1979, 1986) on the
Panel Survey of Income Dynamics (PSID),
Kalton, Lepkowski, and Lin (1985), Mosh-

Journal of Official Statistics

er, Judkins, and Goksel (1989), and Lep-
kowski, Kalton, and Kasprzyk (1989). This
general approach forms cells based upon
modeled nonresponse propensity. For the
modeling of nonresponse propensity, these
papers have utilized software inspired by the
AID (Automatic Interaction Detection) ap-
proach due to Morgan and Sonquist (1963).
To oversimplify, the method forms adjust-
ment cells in such a manner as to maximize
the variation in response rates across cells
subject to certain constraints.

The basis for forming nonresponse ad-
justment cells on the basis of predicted non-
response propensity (as modeled by an
AID-type program or by logistic regression)
is still intuitive. David, Little, Samuhel, and
Triest (1983) came close to claiming a
theoretical rationale for adjustment on the
basis of predicted nonresponse propensity,
but Little (1986) and Little and Rubin
(1987) used weaker language to justify the
technique. The available theory assumes
that there is some set of variables, x, ob-
served on both respondents and nonrespon-
dents such that respondent/nonrespondent
status is conditionally independent of sub-
stantive variables given x. In that case, the
nonresponse is said to be ignorable. (Wheth-
er nonresponse is ignorable for a particular
substantive variable y given x is, of course,
impossible to establish since y is unobserved
for nonrespondents. It must be accepted on
faith. For a discussion of nonignorable non-
response, see Fay (1989).)

Let r = (r,,...,r,) be the vector of
nonresponse indicators for the sample, y
be the substantive variable of interest, and
pi(x;) = P{r; = 1|x;}, where the individuals
in the sample are indexed byi = 1, .. ., n.
Then David, Little, Samuhel, and
Triest pointed out, based upon the work
of Rosenbaum and Rubin (1983), that
p(x) = (pi(x), - . ., p,(x,)) is the coarsest
vector, conditional upon which, r is in-
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dependent of x.> Furthermore, if nonres-
ponse is ignorable, then y and r are con-
ditionally independent given p(x). Thus, if
nonresponse is ignorable for y given x, then
the partition of the data set induced by p(x)
is a fine enough set of nonresponse adjust-
ment cells to avoid nonresponse bias. This
suggests the strategy of choosing a large x
matrix (since the incorporation of many at-
tributes into x makes the assumption of
ignorability more plausible), estimating p(x)
by logistic regression, and stratifying the
sample into cells by p(x). There are three
problems with this line of reasoning: (1)
Current software for logistic regression can
handle only a rather small number of in-
dependent variables at a time. (2) Stratifica-
tion on an overspecified model for p(x) can
lead to unnecessary variance in the weighted
estimator. (3) Even if p(x) were known, the
conditions are unknown under which p(x)
induces the coarsest partition capable of
rendering nonresponse ignorable for a par-
ticular y. To illustrate the last point, sup-
pose that y and r are unconditionally in-
dependent but there are intricate relation-
ships between x and r. All that is needed is
a single adjustment cell, yet the response
propensity approach will lead to an abund-
ance of cells and resulting instability in the
weighted estimator of y.

The first problem is the reason for re-
course to AID-type software. It can handle
large numbers of independent variables and
is specifically designed for exploratory an-
alysis. The second problem is avoided in
practice by setting constraints on minimum
cell sizes and observed response rates. For
example, we required a minimum cell size of
around 60 and a minimum observed res-

3 Any other vector with the same property of rendering
nonresponse conditionally independent of x will have
more categories and these categories will map onto the
categories of p(x).
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ponse rate of around 32%. (The minimum
cell size of 60 was set so that each half-
sample used in variance estimation would
have an expected 30 observations, the tradi-
tional point for claiming an acceptable cen-
tral limit theorem approximation. The mini-
mum observed response rate was initially set
to roughly one-half of the overall response
rate on the grounds that we did not want
anyone’s adjustment to be much more than
double the average adjustment. The limit of
doubling is based upon institutional tradi-
tions.) Furthermore, we chose splits accord-
ing to the maximum chi-square per degree
of freedom. Also, we required fairly strong
evidence that a variable was related (within
the cell) to nonresponse before we allowed it
to be used as a splitting factor. The standard
chi-square test had to reject the null hy-
pothesis of independence (between the vari-
able and nonresponse) at the 5% level. If we
could not find any such variable for a cell,
then splitting of the cell ceased.

The third problem is the most difficult.
Here, we (and prior advocates of the meth-
od) argue that if there is a large number of
dependent variables, then their joint rela-
tionship with response propensity is likely to
be very complex, and thus, the predictive
mean approach, the natural alternative, will
founder. (With the predictive mean ap-
proach, a model b(x) is formed for y instead
of r.) The predictive mean approach has
long been the tradition at the U.S. Bureau of
the Census for demographic surveys. (See
for example, U.S. Bureau of the Census
1963 and Shapiro 1980.) It is very attractive
if there is a single variable of paramount
interest as in the monthly Current Popula-
tion Survey (CPS), but for surveys such as
the Survey of Income and Program Par-
ticipation (SIPP), supplements to the CPS,
and the NSFG, there are many important
dependent variables. Two cells may-be very
similar with respect to the expected values of
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one substantive variable and dissimilar with
respect to another. It is not possible to say
that one variable is more important than all
the others.

As in so many other aspects of survey
research, the trade-off is between certain
variance and possible bias. For NSFG, we
favored lowering the risk of bias for a broad
range of statistics rather than minimizing
the variance. We think that this may be the
correct balance for many multipurpose sur-
veys and that the Bureau of the Census
should also reconsider its traditions.

3. Potential Predictor Variables

We cast a very wide net for potential predic-
tion variables for nonresponse propensity.
We considered basic demographic variables,
substantive variables from both the baseline
interview and the NHIS interview, mobility
since the baseline, and indicators from the
baseline and the NHIS of hostility to sur-
veys. The range of variables considered is
broader than traditional at either the Cen-
sus Bureau or ISR.

At the Census Bureau, the tradition is for
cells to be formed on the limited basis of
such variables as region, PSU, metro/
nonmetro status, race of housing unit oc-
cupants, variables that can usually be deter-
mined without any cooperation on the part
of designated sample persons. These types
of adjustments are, of course, still required
for adjustment for nonresponse to the initial
interview. However, there is no need to res-
trict attention to these variables when ad-
justing for nonresponse to subsequent visits.
McArthur and Short (1985) showed that
more variables were related to nonresponse
than were being used in the nonresponse
adjustment by the Census Bureau for the
Survey of Income and Program Participa-
tion. Recent work at the Census Bureau
indicates that future adjustments may make
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broader use of the available data — especially
mobility indicators (King, Chou, McCor-
mick, and Petroni 1990; Singh and Petroni
1988). We encourage that movement.

Work at ISR has included substantive
variables from earlier rounds of data collec-
tion, but the first inclusion of survey hostil-
ity variables appears to have been at Westat
by Mosher, Judkins, and Goksel (1989).
Mobility does not appear to have been in-
cluded in the modeling for nonresponse pro-
pensity at ISR.

A large number of variables from the
NHIS, the Baseline, and the CATI Phase
were used as possible predictors of response
rates. Table 1 shows response rates in the
CATI Phase for the most significant of these
characteristics. Along with the response
rates, the number of women and the chi-
square statistic for independence between
the variable and response propensity are
also presented. All the variables are signifi-
cant at the .01 level. (The significance level is
conditioned on the observed sample and is
only nominal. No corrections were made for
the sample design or for multiple com-
parisons.)

The first variable is an indicator of mobil-
ity: whether the woman had moved since the
Cycle IV Baseline or not. This variable has
the highest chi-square value. On the cau-
tionary side, it was much easier to determine
mover status for responding women than
for nonresponding women. Out of the non-
respondents that we classified as movers,
about half were traced to a new address but
not interviewed for various reasons; another
third were known by the post office to have
moved but could not be located; inter-
viewers classified the remaining sixth as
“not located” on the basis of data which
were not available to us. Nonetheless, it
seemed reasonable to assume that most of
these women whom we could not find two
years after an in-person interview must have
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moved even if the post office could not veri-
fy that fact. Looking at possible errors in the
other direction, it is possible that some of
the nonrespondents that we classified as
nonmovers could have made local moves
that did not require phone number changes.
The post office would have informed us
about many but not all such moves.

Ethnicity, education, and income (as a
percent of poverty level) were included as
indicators of socio-economic status. All
three variables are strong predictors of res-
ponse. Hispanics have the lowest response
rate followed by blacks. The response rate is
markedly lower for women with household
income under 150% of the poverty level
income. There is also a strong positive cor-
relation between education and response
propensity. Kalton, Lepkowski, Montanari,
and Maligalig (1990), reporting on a panel
survey about health implications of life
styles, also found lower reinterview rates for
blacks and Hispanics, those with fewer years
of education and those with lower family
income in the original interview.

The next two variables in Table 1 are
marital status and age of the woman (at the
reinterview). Currently married women
have higher response rates than formerly
married and never married women. The res-
ponse rates among women 20 to 29 years old
are lower. This is broadly consistent with
the finding by McArthur and Short (1985)
that SIPP reinterview response rates were
lower for persons between 15 and 24 years
old.

Census region and metropolitan status
are included as variables indicating geo-
graphical location and urbanicity. The res-
ponse rates are lower in the South and West
than Northeast and Midwest. In central
cities the rates are also lower than in the
suburbs and nonmetropolitan areas. Kal-
ton et al. (1990) also found lower rates in
central cities than rural areas in the reinter-
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view but they did not find significant varia-
tion among response rates between the
regions.

The next two variables are from the Cycle
IV Baseline: the number of tracking at-
tempts and the number of in-person visits
made. These variables are also found to be
strongly correlated with response pro-
pensity in the reinterview. The number of
tracking attempts may be viewed as a mea-
sure of mobility, a measure of attachment to
society for movers (those with stronger at-
tachments are easier to track), and as a
possible indicator of hostility toward sur-
veys. Three NHIS variables may be con-
sidered as measures of cooperation and
availability: whether the woman had a tele-
phone and provided the phone number, or
not; whether she provided a contact per-
son’s phone number, or not; and whether
she gave her social security number, or not.
Such “hostility”” variables from an earlier
survey were also considered by Mosher et al.
(1989) and Kalton et al. (1990). They also
found these variables to be extremely impor-
tant determinants of nonresponse.

The woman’s labor force status as of the
Cycle IV Baseline — in the labor force, going
to school, or keeping house — is also includ-
ed as an indicator of availability for inter-
view. Here it is interesting that those whom
we would have expected to have the most
time available for participation (i.e., those
keeping house) had the lowest response rate.
However, this effect either disappears or is
reversed once we control for other variables
as discussed in Section 5.

The final set of variables presented in
Table 1 are from the Baseline which are
more directly related to the variables to be
employed in substantive analysis. These are:
knowledge of sexually transmitted diseases
(the number of which she has heard of),
accuracy of knowledge on AIDS, paxity (the
number of live births the woman has had),
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Table 1. Response rates, number of women and the chi-square statistics by selected variables

R(%) N
Mobility (y* = 522)
Stationary 79 4,491
Mover 55 3,262
Ethnicity (x*> = 390)
Black 59 2,490
White 78 4,453
Hispanic 51 600
Other 60 210
Education (x* = 312)
0-8 years 41 374
9-11 years 60 1,555
12 years 69 2,665
13-15 years 74 1,946
16 or more years 82 1,213
Income' (x* = 310)
0-149 55 2,302
150-299 71 1,943
300-399 76 1,247
400 or more 78 2,261
Marital Status (x> = 94) ‘
Currently married 74 3,987
Formerly married 63 952
Never married 64 2,814
Age (2 = 49)
17-19 71 596
20-24 63 1,265
25-29 66 1,438
30-34 70 1,630
35-39 73 1,536
40-44 73 1,288
Region (x* = 29)
North East 72 1,505
South 66 3,006
Midwest 73 1,950
West 67 1,292
Metropolitan Status (x> = 59)
MSA?, central city 63 2,277
Other MSA 72 3,817
Non-MSA 72 1,659
Number of tracking attempts (x> = 302)
None 75 5,526
1 61 648
2-3 53 497
4-5 54 749
6 or more 49 333

'Income is shown as a percent of the poverty level.
2MSA stands for Metropolitan Statistical Area.



Géksel et al.: Nonresponse Adjustments for Telephone Follow-up 423
Table 1. (Continued)
R(%) N

Number of in-person visits (x> = 373)

1 77 4,436

2-3 67 1,325

4-5 58 1,444

6 or more 44 548
Has Phone (x> = 324)

Yes 73 6,749

No 45 1,004
Refused contact person’s phone number (x> = 75)

Yes 59 1,396

No 71 6,357
Refused SSN? (x> = 38)

Yes 61 927

No 71 5,716

Under 18 67 1,110
Labor Force Status (x> = 54)

In labor force 71 5,164

Going to school 70 842

Keeping house 62 1,747
Knowledge on STDs* (x> = 226)

High 76 2,603

Moderate 69 4,225

Low 50 925
Accurate Knowledge on AIDS (x* = 81)

Has 76 2,673

Does not have 66 5,080
Parity (x> = 74)

None 71 2,995

1 69 1,444

2 72 1,889

3 65 911

4 or more 54 514
Contraceptive use (x* = 20)

effective’ 69 3,511

Less Effective 74 1,236

Not using 67 3,006
Ever used any birth control method (x> = 43)

Not applicable 72 808

Yes 70 6,664

No 52 281
Ever used infertility services (x*> = 18)

Yes 75 860

No 68 6,893

3SSN stands for Social Security Number.
4STD stands for Sexually Transmitted Disease.

S“Effective contraception” stands for use of sterilization, the pill, or an TUD.
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current contraceptive method used (if any),
and use of infertility services. Women with
four or more children have a lower response
rate. They also have lower incomes: 58%
are in the lowest income group, compared to
30% for the entire sample.

4. Importance of Mobility

Even though we believed that forming cells
on the basis of nonresponse propensity
would give us good protection against non-
response bias, the mobility indicator was
such a strong predictor of nonresponse that
we were leery of accepting the increase in
variance associated with allowing it into the
model without some direct evidence that
mobility was related to several of the most
important substantive characteristics. (We
examined the marginal relationship of mo-
bility with the substantive variables, rather
than conditional relationship given the so-
cio-economic and survey-hostility-marker
variables that we were working with, mainly
because of ease of implementation. As one
of our referees pointed out, the conditional
relationship is of greater interest.)

Table 2 shows that mobility is indeed
related to such characteristics. The most
likely movers are at the extremes of the
parity distribution (there appears to be a
quadratic effect), those poorly informed
about sexually transmitted diseases and
AIDS, and those who have had intercourse
but have never used any birth control meth-
od. Women who never had intercourse (the
inapplicable line to lifetime birth control
usage), those currently using less effective
methods of birth control, and those having
utilized infertility services are markedly less
likely to have moved between the two inter-
view attempts. These are important differen-
ces. They confirmed for us the importance
of at least considering operational variables
(such as refusal to supply a contact person’s
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Table 2. Mover rates, number of women
and the chi-square statistics by selected varia-
bles

R(%) N
Parity (x> = 13)
None 44 2,995
1 42 1,444
2 39 1,889
3 40 911
4 or more 44 514
Knowledge on STDs
o’ = 27)
High 42 2,603
Moderate 41 4,225
Low 50 925
Accurate knowledge on
AIDS (¥* = 11)
Has 40 2,673
Does not have 43 5,080
Contraceptive use (x> = 14)
Effective 43 3,511
Less effective 37 1,236
Not using 43 3,006
Ever used any method of
birth control (x> = 16)
Not applicable 37 808
Yes 42 6,664
No 49 281
Ever used infertility services
o =58
Yes 38 860
No 43 6,893

phone number) when modeling nonres-
ponse instead of confining attention to stan-
dard domain indicators (such as region and
metropolitan status) and substantive varia-
bles (such as parity).

5. Description of Final Cells

The cells used in the nonresponse adjust-
ment are shown in Table 3 for the 7,753
women in the reinterview sample. The first
split was on mover status. Within each split,
race and ethnic origin were quite important.
Education appeared to be more impeortant
among movers and minority nonmovers



Goksel et al.: Nonresponse Adjustments for Telephone Follow-up

than among white nonmovers. The next
splits mostly involved the hostility variables.
Finally, some substantive and geographic
variables entered the model. The response
rates ranged from 32% for Hispanic movers
to 95% for white nonmovers with prior in-
dicators of receptivity to surveys, high
knowledge of STDs (sexually transmitted
diseases), and a principal activity of keeping
house.

The final cells are not shown for the 609
teenagers eligible for a first interview in
1990. The only variable that turned out to
be important for them was mover status.
Among those who had moved since the
NHIS interview we obtained a response rate
of 35%, well below the 67% for the balance
of the sample.

6. Effect on Variance

Despite the fact that we avoided forming
adjustment cells that would have resulted in
adjustment factors larger than 3.13 (note
that 3.13 is the reciprocal of 0.32 which was
the minimum allowed response rate), the
nonresponse adjustment resulted in con-
siderable increases in the wvariability of
the weights. Table 4 shows the relative
variance (square of the coefficient of varia-
tion) in the weights at each stage of the
adjustment.

General theory going back to Kish (1967,
eq. 11.7.6) holds that each point added to
the relative variance in weights by dis-
proportionate allocation of sample to strata
adds a point to the design effect (under the
assumption of uniform within-strata unit
variances and per-unit costs). Ratio adjust-
ments can have similar effects although the
situation is clearly more complicated. We
therefore use the relative variance in the
weights as a rough approximation (prob-
ably pessimistic) of the effect of weighting
adjustments on variances for substantive

425

statistics. A trimming stage was introduced
to counter the few situations where a res-
pondent with a large baseweight happened
to be in a cell with a low response rate. Even
so, nonresponse adjustment appears to have
added roughly 10 points to the relative vari-
ance in weights for nonblacks and for
women of all races. These are nontrivial
increases since they indicate that possibly as
much as one-tenth of the variable budget is
being devoted to the reduction of the risk of
bias. In other words, the survey precision is
no better than would have been achieved
with a survey that had 10% smaller sample
size but less variation in weights.

However, when we calculated actual va-
riances using balanced repeated replications
and generalized a large number of items
(these terms are used in the classical sense
standardized in Wolter 1985), the design
effects for the CATI phase of Cycle IV were
actually smaller than those for the baseline.
These design effects are shown in Table 5.
Some of this is due to a fall in average
cluster sizes. Some is due to an additional
stage of post-stratification to Hispanic con-
trols. Some of it may be due to an absence
of the procedure used in the baseline to
subsample initial nonrespondents for inten-
sive conversion attempts (conversion to res-
pondents). Nonetheless, it is clear that the
very aggressive nonresponse adjustment for
the CATI Phase did not have major adverse
effects on variances.

7. Effect on Bias

Any evaluation of nonresponse bias for the
reinterview is speculative, but we did exam-
ine the effect of the adjustment on estimates
of 1988 characteristics that can be formed
from reinterview respondents. The results
are displayed in Table 6. The first column of
numbers consists of 1988 estimates from all
women who responded in 1988 and were
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Table 4. Relative variance in weights by adjustment stage

Stage Blacks Nonblacks All races
Baseweight 0.49 0.12 0.28
Nonresponse adjusted 0.61 0.26 0.40
Trimmed 0.55 0.22 0.35
Post-stratified (final) 0.53 0.24 0.39

then between the ages of 20 and 39. These
are the best estimates available for 1988.
The next two columns consist of estimates
based only on women who responded in
both 1988 and 1990. In the first of these
(column 2), 1990 respondents were weighted
by inverse probability of selection and ad-
justment for nonresponse to the NHIS and
to the 1988 survey. There was no adjustment
for nonresponse on the reinterview. Nor was
there any post-stratification. The second
column of 1988 estimates based upon 1990
respondents (column 3) was formed by
using the final reinterview weights. These
weights included the nonresponse adjust-
ment described in Section 5 and a post-
stratification to special estimates from the
Current Population Survey.

Those estimates that were improved by
the adjustments are marked with asterisks.
The change in the estimate due to the adjust-
ment is expressed as a percentage of the full
1988 estimate. A negative change indicates
that the error in the estimate was reduced by
the nonresponse adjustment. In the last col-
umn, the cv (coefficient of variation,
i.e., standard error of the sample estimate
for the statistic expressed as a percentage of
the statistic) for each statistic is given using

Table 5. Design effects by race and phase

Cycle IV Cycle IV

Baseline CATI
All races 1.57 1.28
Blacks 1.90 1.46

the design effect and sample size of the rein-
terview.

The displayed statistics were selected on
the basis of their importance to the sponsor
and perceived sensitivity. The statistics were
selected prior to examining differences due
to adjustment. Note that none of these sub-
stantive variables were included in the model.

We have not done formal tests on the
differences because it is not clear how to
account for the strong correlation between
the estimates. Nonetheless, it is obvious that
the adjustments were extremely successful in
reducing the bias in estimates of totals. Of
course, a less complex approach would
probably have captured most of the same
improvement. The real test is for estimated
proportions — here the results are less clear.
Most of the differences between the 1988
estimated proportions and both of the 1990
estimates were small; only a few of the dif-
ferences dominate the mean squared error.
The adjustments helped estimated propor-
tions more often than they hurt for this
specific set of statistics and the average im-
provement was larger than the average wor-
sening. For this set of statistics we thus
conclude that the adjustments had a
modestly beneficial effect.

8. Recommendations

We think that the type of adjustment ap-
plied here to NSFG is a good method for
creating multipurpose nonresponse=adjust-
ed weights for demographic surveys with
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Table 6. Evaluation of adjustment for selected statistics

1988 1988 based 1988 based Change in CV for

on 1990 on 1990 error as 1990
respondents respondents  percent of sample
w/o and adjusted 1988
adjustment  weights estimate
Fecundity Status
Contraceptively sterile  23.6% 25.2% 23.8% * —5.9% 3.2%
Sterile for other reasons 3.8% 4.0% 3.9%* —2.6% 8.9%
Impaired 89% 8.7% 8.7% * —0.1% 5.8%
Fecund 63.7% 62.1% 63.6% * —2.4% 1.4%
Population (000’s) 40,722 24,761 40,799
Contraceptive Choice
Female sterilization 25.8% 24.7% 24.6% 0.2% 3.8%
Male sterilization 10.8% 12.7% 11.5% * —11.3% 6.1%
Pill 33.1% 31.7% 33.6% * —2.8% 3.1%
IUD 1.9% 1.6% 1.6% 32% 17.3%
Diaphragm 6.6% 7.2% 6.9% * —5.2% 8.0%
Condom 13.4% 13.2% 12.6% 4.1% 5.8%
Other 8.4% 89% 9.2% 3.2% 6.9%
Population (000’s) 26,680 16,947 27,285
Douches
All education levels 37.3% 34.9% 37.5%* —59% 2.4%
Population (000’s) 38,353 23,602 38,719
0-11 years education 56.5% 59.9% 60.3% 0.7% 4.2%
Population (000’s) 5,604 2,435 4,975
12 years education 46.5% 45.7% 47.3%* 0.0% 3.2%
Population (000’s) 13,924 8,830 14,566
13+ years education 24.8% 22.2% 24.0% * —7.3% 4.7%
Population (000’s) 18,825 12,338 19,178
Ever treated for PID (Pelvic Inflammatory Disease) — All levels of lifetime sexual partners
12.7% 12.2% 12.9% * —2.4% 4.8%
Population (000’s) 38,436 23,650 38,043
1-3 partners 85% 8.7% 9.3% 7.1% 7.8%
Population (000’s) 21,037 13,179 20,945
4-9 partners 15.8% 15.0% 15.4% * —2.5% 8.0%
Population (000’s) 10,905 6,532 11,123
10 or more partners 21.1% 19.5% 20.7% * —57% 9.2%
Population (000’s) 5,530 3,482 5,976
# Partners unknown 18.8% 19.6% 19.4% * —1.1%  26.8%
Population (000’s) 963 457 758

*Estimate improved by nonresponse adjustment and post-stratification.
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longitudinal components. The multi-
purpose aspect is very important for most
public use files. Nevertheless, the multi-
purpose adjustment leads to a greater vari-
ance in weights than would be needed for
some analyses. There should probably be a
section in the manual for the public use tape
where users are instructed how to create
adjustment cells for a particular substantive
variable. Perhaps a SAS software file could
also be included to repeat the post-stratifica-
tion for a new set of nonresponse-adjusted
weights.
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