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The Autocorrelation of Residuals from the
X11ARIMA Method

Estela Bee Dagum', Norma Chhab' and Binyam Solomon'

Abstract: The problem of significant auto-
correlation in the residuals of X11ARIMA
and the U.S. Bureau of the Census X11 vari-
ant as well has generated much controversy.

This paper shows that the presence of
significant autocorrelations at certain lags is
not necessarily an indication of inadequacy
of the methods. It is recognized that residuals
from reasonable decompositions can contain
some non-zero autocorrelations given the
effect of the linear filters on white noise
irregulars. In many cases, however, signifi-
cant autocorrelation can generally be cor-
rected by using different trend-cycle and

1. Introduction

The presence of autocorrelation in the
residuals from time series decomposition
methods has preoccupied researchers and
practitioners for a long time and has been
the topic of much controversy. Among
several authors, Granger (1978), Nerlove
(1964) and Pierce (1978) pointed out the
presence of negative autocorrelated values
of the residuals at the seasonal lags or equi-
valently, dips in the seasonal frequency
bands of the seasonally adjusted series using
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seasonal filters, removing trading-day vari-
ations and Easter effects, and by using an
additive decomposition model. The elimin-
ation of significant autocorrelation, however,
is not recommended as a goal in itself. It
should not be done without regard to the
quality of the seasonally adjusted values
and a priori information concerning the
generating structure of the series under
investigation.

Key words: Trend-cycle filters; seasonal
filters; trading-day variations.

either the U.S. Bureau of Labor Statistics or
the U.S. Bureau of the Census X11 Method.
These authors then concluded that the two
methods overadjust for seasonality. On the
other hand, commenting on Granger’s paper,
Sims (1978) agreed that it was reasonable to
have dips given the low signal-to-noise ratio
in the neighbourhood of the seasonal fre-
quencies. Similarly, Tukey (1978) and
Wecker (1978) maintained that the presence
of dips in the spectrum did not indicate
inadequacy of the method. Unless the white
noise component has zero power at the
seasonal frequencies the spectrum of the
seasonally adjusted series will have dips at
the seasonal frequencies. In fact, almost a
decade earlier, Grether and Nerloye (1970)
showed that all minimum mean squared
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error (MMSE) signal extraction estimators
will produce dips at the seasonal frequencies.

In a comparative study of various seasonal
adjustment methods for labor series,
Bordignon (1988) found significant autocor-
related values of the residuals at lags 1
and 4 (for quarterly series) when using the
X11ARIMA (Dagum 1980), BAYSEA
(Akaike and Ishiguro 1980) and to lesser
extent, SIGEX (Burman 1980). Similarly,
Daddi and D’Esposito (1985) in a com-
parison between X11ARIMA and S.A.B.L.
(Cleveland, Dunn, and Terpenning 1978)
pointed out that both procedures left signifi-
cant autocorrelated residuals at the trend
and seasonal lags. Bell and Hillmer (1984)
also found dips in the spectrum implied
by the linear filters of X11 when applied
to seasonally adjusted Employed Non-
Agriculture Males aged 20 and over series.
Commenting on Bell and Hillmer (1984),
Ansley and Wecker (1984) showed how it is
possible to construct an MMSE seasonal
adjustment method that will not have dips
in the spectrum but it will no longer be opti-
mal. Burman (1980) showed that a reason-
able decomposition can be done including a
low order moving average model for the
irregulars.

This investigation aims to analyse the
autocorrelation of the residuals from the
X11ARIMA/88 version (Dagum 1988) when
the standard option (default) is applied; and
to show how, for most cases, the presence of
significant autocorrelation at certain lags
can often be eliminated by choosing longer
filter options or removing trading-day and
Easter effects, while maintaining favour-
able diagnostics measures such as, the
X11ARIMA Q, the months (quarters) for
cyclical dominance MCD (QCD), and the
average duration of run ADR.

Section 2 shows how the X11ARIMA
residuals under white noise irregulars will be
autocorrelated because of the linear filters
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applied by the method. It also reviews the
test for autocorrelation of the residuals
based on Bartlett’s approximation of stan-
dard errors. This test is applied at each lag
and the results obtained for a sample of
monthly and quarterly series are given.
Section 3 shows how significant autocor-
relation at lag 1 can be corrected; Section 4
shows how significant autocorrelation at the
seasonal lag can be corrected; Section 5 dis-
cusses the effect of trading-day variations in
the autocorrelation of the residuals. Finally,
Section 6 contains conclusions.

2. Test for the Autocorrelation of the
Residuals

Similarly to the X11ARIMA/80, the
X11ARIMA/88 computer package prints
the sample autocorrelations of the residuals
in table F2.G from lag 1 to lag 14 for monthly
data; and from 1 to 6 for quarterly data. The
estimate of the kth lag autocorrelation p, is
given by

re = 1N z a0, — D,_, — )[SZ;

k = 0,1,...,6o0r 14 Q2.1

where I,, T and S} denote the rth residual, its
mean and variance, respectively, and N is
the series length. The residuals used to calcu-
late r, are given in table D13 of X11ARIMA/
88. These residuals include outliers and all
effects that have not been well estimated and
removed from the original series estimated
as seasonality, trend-cycle, trading-day,
and Easter holiday variations.

Under the assumptions that the series
is additively decomposed into trend-cycle
plus seasonality plus irregulars and that no
treatment of extreme values is done, the
residuals will be autocorrelated because the
X11ARIMA method is based on moving
average techniques. The type of autacorre-
lation followed by the residuals depends on
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the kind of seasonal and trend-cycle filters
applied.

For the symmetric filter of the default
option of X11ARIMA/80, (3 x 3m.a. and
3 x 5m.a. for the seasonal factors and
2 x 12m.a. and 13-term Henderson for
the trend-cycle), the autocorrelation of the
residuals (assuming the irregulars affecting
the series are white noise) are as follows:

pp = —034 p, = 0.02
p, = —021 p, = 0.07
p; = —0.06 p,;, = 0.11
ps = 0.05 pn = —0.32
ps = 0.08 p3 = 0.11
ps = —0.03

p, = —0.05

ps = —0.03

and the variance o7 = 0.55.
Figure 1 shows the gain functions of the
X11ARIMA symmetric filters for the irregu-

Gain functions of X11ARIM A symmetric filters for the irregulars

lar component corresponding to the stan-
dard (default) option and the combination
of the 3 x 9 seasonal moving average with
the 23-term Henderson filter. As shown, the
area under the latter symmetric filter is
larger, indicating that the variance o7 is
larger than for the default option.

In practice, however, the autocorrelation
of the residuals may be very different from
those generated by the symmetric linear
filter. The main reasons for this are: (1) the
first and last three and a half years of
residuals are produced using asymmetric
filters, the autocorrelations of which are dif-
ferent for each point; (2) the use of multipli-
cative models; (3) treatment of extreme
values; (4) estimation of trading-day vari-
ations; (5) estimation of Easter effects; and
(6) often data are generated from periodic
surveys where the sampling errors are auto-
correlated. Consequently, to test whether
the sample autocorrelated values r, are sig-
nificant, we use Bartlett’s approximations
(Box and Jenkins 1970 p. 34-35) according
to which, the variance of the estimated auto-
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correlation r,, at lags k greater than some
value ¢ beyond which the theoretical auto-
correlation function may be deemed to have
“died out”, is given by

1/N<1 +2 i p,,>,k > q.
2.2)

On the assumption that a series is completely
random, we have that ¢ = 0. Then, for all
lags (2.2) gives

var r, =~

varr, ~ 1/N. 2.3)

If only p, is expected to be significant,
then ¢ = 1 and varr, ~ 1(1 + 2p,)/N,
k > g, and so on. In practical applications
p is replaced by its estimated value r,.

We use Bartlett’s approximations to test
for the presence of significant autocorrelation
of the residuals on a sample of 50 monthly
and 20 quarterly series for the period 1979-
88. The level of significance is fixed at 5%
for each lag k, from 1 to 14 for the monthly
series; and from 1 to 6 for the quarterly
series. All the series are seasonally adjusted
using the standard option (default) of the
X11ARIMA/88 version, that is, multiplicat-
ive decomposition (unless zeroes or negative
values are present, in which case it applies
the additive model), variable selection of the
Henderson trend-cycle filters, and variable
selection of the seasonal filters. We also
remove trading-day variations if significant.
The results are shown in Table 1 for those
series where at least one significant autocor-
related value is found. It is worthwhile to
note here that even when the residuals are
white noise, if the individual tests were
independent, the probability of obtaining
one or more significant r,’s out of 14 would
slightly exceed 50%.

For the monthly series, significant auto-
correlation is mainly found at lags 1 and 12
for 21 out of the 50 series tested. For the
quarterly series significant autocorrelation
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is shown mainly at lag 1 for 14 out of the 20
series tested. In all cases the values are nega-
tive. The standard (default) option always
chose the 13-term Henderson filter with the
exception of series D767386 and for all the
quarterly series, the 5-term Henderson filter.
The standard (default) variable seasonal
routine always chose the 3 x 5 term moving
average.

3. Correcting for Significant
Autocorrelation at Lag One

For all the series of Table 1 where r, is
significantly different from zero, the esti-
mated value is negative. This has often been
interpreted as an overadjustment and may
be due to the length of the automatically
chosen Henderson trend-cycle filter. The
steps involved in the selection of the variable
trend-cycle filter by X11ARIMA/80 and
X11ARIMA/88 are as follows:

1. Asa preliminary estimate of the trend-
cycle C, a 13-term Henderson moving
average of the seasonally adjusted
series is computed.

2. As a preliminary estimate of the
irregulars I, the 13-term moving aver-
age is divided (subtracted) into ( from)
the seasonally adjusted series.

3. The average month-to-month percent
change (difference) without regard to
sign of the preliminary C and [ is cal-
culated to obtain an I/C ratio.

4. If 0 < I/C < 0.99, the program selects
the 9-term Henderson. If 1 < I/C <
3.49, the program selects the 13-term
Henderson. If I/C > 3.50, the pro-
gram selects the 23-term Henderson.

For quarterly series, the 5-term and
7-term Henderson filters are available, and
applied as follows:

If 0 < I/C < 3.49, the program selects
the 5-term Henderson.
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If I/C > 3.50, the program selects the
7-term Henderson.

We then applied a longer Henderson trend-
cycle filter to all those series where r,
was significant and negative. As shown in
Table 1, increasing the length of the Hender-
son filter eliminates the significant autocor-
relation at lag 1 and sometimes at other lags
for all the monthly series except one. For the
quarterly series, only 6 out of the 14 series
still have significant autocorrelation at a 5%
level of significance. The longer filters used
for the monthly and quarterly series are the
23-term and 7-term Henderson moving
averages, except for Employment Men 25
years old and over (D767386), where the
default option chose the 9-term Henderson
“and so the longer filter is the 13-term
Henderson.

Table 1 also shows measures of the
quality of the seasonal
before and after the elimination of the
significant autocorrelations. These measures
are: (1) the overall assessment Q measure;
(2) the months (quarters) for cyclical
dominance MCD (QCD) and (3) the
average duration of run ADR. As can
be seen, for those series where only the
autocorrelation associated with the trend-
cycle filter has been eliminated, the Q
statistic changed very little with no
systematic increase or decrease; the
MCD remains the same except in four cases
where it increased by one month (quarter);
and the ADR improved systematically as
expected. »

4. Correcting for Significant
Autocorrelation at Seasonal Lags

The presence of negative autocorrelation at
lags 12 and 4 for monthly and quarterly
series, respectively, has been interpreted as
an overadjustment. These negative values
may be caused by several reasons but the

adjustment.
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most common are:

1. the application of too short moving
averages or

2. the use of the wrong decomposition
model.

To estimate the seasonal factors, the
X11ARIMA/88 is the first version since
the X10 variant to incorporate a variable
seasonal moving average routine as part of
the default option.

The use of different seasonal filters for
each month (quarter) was originally sug-
gested by Marris (1960) based on what he
called moving seasonality ratios (MSR) or
I/S (irregular-seasonal) ratios, where S is an
unweighted 7-term average of the D8 and
D9 ST ratios (differences) and I is obtained
by dividing S into the ratios (subtracting
from the differences).

The seasonal moving averages that were
selected automatically by the X10 variant
on the basis of the monthly (quarterly) /S
are given below:

MSR(Z/S) Moving Averages
0to 1.49 3-term

1.50 to 2.49 3 x 3-term

2.50 to 4.49 3 x S-term

4.50 to 6.49 3 x 9-term

6.50 to 8.49 3 x 15-term

8.50 and over n-term (stable seasonal)

The MSR (//S) ratios for each month
(quarter) are also printed in the D9 table of
the X11 variant but are not automatically
implemented. They are used as an indication
of the amount of moving seasonality present
in a particular month and, only if the user
asks for it, different seasonal filters can be
applied for different months. The default
(standard) option of the X11 variant does
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not select a different seasonal filter for each
month, but uses the 3 x 3m.a. in the first
iteration and the 3 x 5m.a. in the second
iteration for all the months.

In the X11ARIMA/80 the default option
is the same as in the X11 variant but the
program also enables the user to apply an
option that automatically selects the length
of the moving average for each month
(quarter) as follows (Lothian 1984):

MSR(1/S) Moving Average

0 to 1.49 3 x1
1.5 to 2.49 3 x3
25t07.0 3 x5
>7.0 3x9

The rationale for broadening the interval
for the 3 x 5 moving average was to avoid
unnecessary revisions because the /S ratios
for a given month (quarter) can easily
change from year to year.

The steps involved in the current automatic
variable seasonal routine of X11ARIMA/88
are as follows:

1. A global I/S ratio is calculated using
complete years for the entire series,
that is, up to and including year N
where N must be greater than five. The
global I/S ratio is the average of the
12(4) I/S ratios printed in table D9.
The selection of the seasonal filter is
based on the value of the I/Sy ratio as
follows:

(a) if I/Sy < 2.5select the3 x 3m.a.
if 3.5 < I/Sy < 5.5 select the
3 x Sm.a.
if I/Sy = 6.5select the 3 x 9m.a.
(b) if 2.5 < I/Sy < 3.5 or
if 5.5 < I/Sy < 6.5
redo (a) using the I/Sy_, ratio.

If none of the conditions in (a) are satisfied
when using I/Sy_;, redo (a) using I/.Sy_, and
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so on. If none of the I/S ratios satisfy the
conditions in (a), then the program uses the
3 x Sm.a.

For the series analysed, the automatic
option of X11ARIMA/88 always selected
the 3 x 5m.a. and used the multiplicative
decomposition model. Table 1 shows how
the significant autocorrelated values are
corrected. For three series, the use of an
additive decomposition .is preferable to
increasing the length of the seasonal moving
average whereas for the remainder, the
application of the 3 x 9m.a. is adequate.
Furthermore, for two series, namely, (1)
Import Balance of Payments, Non Metal
Minerals and (2) Retail Trade, Florists All
Stores, adjustment for Easter effects are
necessary. Finally, for two series, namely (1)
Retail Trade, All Stores Alberta and (2)
Retail Trade, Grocery, Confectionary and
Sundries, the use of a longer Henderson
filter corrected the significant autocorrelated
values at lag 12.

The summary measures for the series
where only significant autocorrelation was
found at the seasonal lag and removed by
either applying a longer seasonal filter or an
additive decomposition model indicate a sys-
tematic improvement in both the Q measure
and the ADR without deterioration of the
MCD (QCD). Although not shown, we
looked at the F-values for stable, moving
and residual seasonality for all the series. In
general, the F-values for stable seasonality
decreased, whereas there was little or no
systematic changes for the F-values corre-
sponding to moving and residual seasonality.

5. Autocorrelation of the Residuals Due
to the Presence of Trading-day
Variations

Among the monthly series, a sample..of 14
was selected to analyse the autocorrelation
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of the residuals before and after removal of
trading-day variations. Table 2 shows that
when trading-day variations are present, the
autocorrelation of the residuals is significant
for a large number of lags. Positive autocor-
relation is often found at lags 3, 6,9, 11, and
14. Negative autocorrelation is found at lags
4,7, 10, and 13. The removal of trading-day
variations corrects for most of the signifi-
cant autocorrelated values.

As expected, the summary measures before
and after removal of trading-day variations
change significantly. As shown in Table 2,
there is a systematic improvement in Q,
MCD, and ADR.

6. Conclusions

This study has shown that the significant
autocorrelation of the residuals produced
by X11ARIMA for certain lags are not
necessarily an indication of the inadequacy
of the method. It is recognized that residuals
from reasonable decompositions can con-
tain some non-zero autocorrelations given
the effect of linear filters on white noise
irregulars. In many cases, however, signifi-
cant autocorrelation can be corrected by
choosing different filters, different decom-
position models, removing trading-day and
Easter effects depending on the time lags
at which significant autocorrelations are
present.

Negative autocorrelation at lag one,
usually interpreted as an overadjustment
of the trend-cycle, can be corrected using a
longer Henderson filter. Similarly, negative
correlation at the seasonal lag can be cor-
rected either with a longer seasonal moving
average or changing to an additive model.
Finally, the presence of positive autocor-
relation at lags 3, 6, 9, and 14 with negative
autocorrelation at lags 4, 7, 10, and 13 are
mainly due to the presence of trading-day
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variations and are corrected once these
variations are removed.

Since the residuals of X11ARIMA are
also affected by extreme values, the occur-
rence of two or more extreme values in the
same month or in the same year can cause
significant autocorrelated values at certain
lags. These significant autocorrelated values
can be corrected only if the extreme values
are a priori permanently modified.

We have also observed that significant
negative autocorrelation at lag 12 or 4
which could not be eliminated by changing
the decomposition model and using longer
seasonal filters, disappears after the removal
of Easter effects if present in the series. The
summary measures that can be more affected
by the nature of the irregulars, namely Q,
MCD (QCD), and ADR were also analysed
before and after removal of the significant
autocorrelation at certain lags. We observed
a systematic improvement when trading-day
variations and Easter effects were removed
and to a lesser extent, when autocorrelation
at the seasonal lag was eliminated using
a longer filter or an additive model. On
the other hand, the @ and MCD (QCD)
measures changed very little when the auto-
correlation was observed at lag one and
removed using a longer Henderson trend-
cycle filter. The values for stable seasonality
decreased systematically whereas minor
changes were observed for the F-values
corresponding to moving and residual
seasonalities.

Finally, we would like to point out that
we do not recommend the elimination of
significant autocorrelation in the residuals
as a goal in itself. It should be done with
consideration taken to its effect on the
quality of the seasonally adjusted values
and regarding a priori information on the
generating structure of the series under
investigation. -
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