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Toward a Social Psychological Programme for Improving
Focus Group Methods of Developing Questionnaires

Katherine Bischoping1 and Jennifer Dykema2

1. Introduction

Focus groups are rapidly proliferating as tools for developing questions, designing

questionnaires, and determining public opinions, beliefs, or behaviors in conjunction

with quantitative surveys. Surprisingly, their proliferation has occurred in the absence

of systematic investigations by survey and market researchers of the focus group method,

and in the absence of a clear set of standards or measures to use to evaluate the quality of

the method. In the nearly two decades that have passed between Biel's (1978) remarks on

``the most abused form of research'' and Morgan's (1996) more optimistic overview of

research on focus group methods, recommendations for future research have changed

but little. And, in these two decades, our literature search has identi®ed fewer than ten

studies that provide a systematic or experimental comparison of focus group methods.

Conclusions about the value of focus groups in questionnaire design and development,

such as Sudman, Bradburn and Schwarz's assertion that ``combining focus groups with

other methods, especially thinkalouds, increases the value of all the methods'' (1996,

p.46), are therefore generally of unknown accuracy. The dearth of methodological studies

evaluating the quality of focus group methods of pretesting is not surprising given the lack

of scrutiny survey methodologists have paid to pretesting strategies more generally. Only a
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few studies evaluate the effectiveness of techniques such as conventional pretests,

cognitive interviewing, interviewer-respondent interaction coding, and expert review

(e.g., Presser and Blair 1994).

The problem is compounded by the tendency to include focus groups among the ever-

expanding array of ``cognitive laboratory'' methods of questionnaire development (e.g.,

Dippo and Norwood 1992; Royston, Bercini, Sirken, and Mingay 1986; Sudman,

Bradburn, and Schwarz 1996). Laboratory researchers use focus groups in questionnaire

development in order to explore question comprehension and information retrieval,

both of which are cognitive outcomes. However, emphasis on cognitive psychological

concerns has the potential to detract from the issues of group dynamics and interpersonal

relations that make focus groups fundamentally social psychological in character. Both the

conduct of a group and the interpretation of the results must be understood within the

context of group interaction (Merton 1987; Stewart and Shamdasani 1990).

In this research, our goal is to review relevant aspects of the literature in social

psychology to explore the extent to which focus group methods of questionnaire design

and development are informed by sound theory and research based on principles of group

dynamics. We will identify ways in which social psychologists' ®ndings in areas including

expectation states theory, interactional process analysis, brainstorming, leadership, and

nonverbal communication raise fundamental questions about certain taken-for-granted

guidelines for conducting group interviews and, accordingly, sketch out a programme

of research on which survey researchers could embark in order to evaluate and improve

focus group methods of pretesting.

We begin with a brief description of the range of focus group goals, followed by a

delimitation of the goals that concern us and the aspects of focus group methods to which

we orient our investigation. Focus groups are used in diverse ®elds for a variety of research

purposes, including: (1) familiarizing the researcher with a new topic of study; (2) gener-

ating hypotheses for later testing; (3) evaluating different populations and sites for

conducting research; (4) assisting survey researchers in developing questionnaires by

discovering how participants talk about phenomena under study and in identifying the

native constructs they use to describe phenomena; (5) interpreting results from quantita-

tive analysis; and (6) stimulating new ideas, creative concepts, evaluations, and

impressions about products or services (DeMaio et al. 1993; Morgan 1988; Morgan

1996; Forsyth and Lessler 1991; Stewart and Shamdasani 1990).

Our exclusive concern is the use of focus groups by survey and market researchers as a

pretesting strategy to develop questions and questionnaires for use in a survey. Broadly

speaking, this entails using focus groups to orient the researcher to a new ®eld by obtaining

background information on the topic, uncovering how participants discuss a phenomenon,

and developing and testing questions. To these ends, quantitative researchers use a variety

of group interview techniques (Desvousges and Frey 1989; Dippo and Norwood 1992;

Forsyth and Lessler 1991; Royston et al. 1986). In one of them, subjects are ®rst provided

with potential survey questions or an entire questionnaire. While subjects may or may

not be asked to answer the questions as they would in an actual interview, the questions

serve to stimulate subsequent group discussion. In this discussion, participants explain

how they and others might interpret speci®c terms in questions, how well the reference

periods and response categories in the question worked, how they remembered the kinds
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of information sought, how they felt while answering the questions, how sensitive the

questions might be, and so forth. As an example, Figure 1 shows a list of questions asked

in group interviews conducted with adolescents as part of a revision of the National Health

Interview Survey (Cannell, Camburn, Dykema, and Seltzer 1992). A second technique is

to use a semi-structured interview in which participants are asked how they and people like

them think and feel about speci®c issues, without concentrating on preformulated survey

questions. During the group discussion, members may be asked to generate ideas or brain-

storm about certain topics.

Focus group experts frequently identify a set of guidelines to use to conduct a group.

The prototypical focus group consists of six to twelve participants, often chosen to be

homogeneous on various demographic characteristics, and a specially trained moderator

(Krueger 1988; Morgan 1988; Morgan and Spanish 1984). This prototype provokes

some immediate methodological questions for questionnaire designers and developers:

Why a group interview? Why similar participants? Why six to twelve of them? How

does a moderator become ``specially trained?'' In this review, we explore how the social

psychological literature raises questions about three aspects of focus group methods that

are frequently emphasized:

1. What is the ideal composition of a group with respect to gender and other

sociodemographic characteristics?

2. What is the ideal group size?

3. What do leadership and nonverbal communication studies imply about moderator

selection and training?

Clearly, responses to these questions depend on our understandings of what ``ideal'' or

even ``good'' focus groups and pretest outcomes are. Here again, the focus group methods

and pretest methods literatures have their lacunae. With rare exceptions (e.g., Fern 1982;

Presser and Blair 1994), survey researchers who use focus groups or who assess pretest
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II. PRESENTATION OF QUESTIONS

Present sample survey questions, e.g., Have you ever tried cigarette smoking, even one or two puffs?

A. I am passing out some questions that I would like you to look at. You will not have to answer these questions;

I just want you to think about them.

READ QUESTIONS OUT LOUD TO GROUP ONE AT A TIME. ENCOURAGE GROUP TO MAKE

COMMENTS IN THE QUESTIONNAIRE AS THEY GO ALONG.

B. Now let's talk about these questions.

C. Do you think that people your age will understand the questions?

D. How do you think that people your age will react to these questions?

E. Do you think that people your age will answer these questions?

F. Do you think that people your age will answer these questions truthfully?

Fig. 1. Sample page from a focus group with adolescents (Cannell et al. 1992)



methods have not developed replicable measures of ``success,'' relying instead on

unde®ned measures of ``what feels successful.'' Potentially helpful measures of success

that we will use include measures of the quantity and quality of information produced

(e.g., number of native constructs generated, number of plausible questionnaire revisions

suggested) and measures of the quality of the group experience (e.g., equality of members'

participation levels, equality of members' opportunities to participate, members'

willingness to speak candidly, and feelings of group harmony).

A few cautions to readers are necessary. First, the social psychological research areas

we will use to address these questions themselves emphasize different sets of measures.

This means that we cannot provide a summary of how each of our three questions can

be answered with respect to each possible measure of success. For example, brainstorming

researchers emphasize the quantity and quality of information their groups produce, but

forego measures of group harmony. Second, while the social psychological areas we

review all clearly pertain to the dynamics of groups, few of the groups studied precisely

mirror a focus group carrying out a questionnaire development task. Instead, some groups

are solving logic problems, some are given the task of getting acquainted, some are

spontaneously occurring groups that set their own tasks, and so forth. Because several

studies point out that conclusions about group outcomes are mediated by task factors

(e.g. Kimble, Yoshikawa, and Zehr 1981; Littlepage 1991), we attempt to avoid general-

izing freely from the social psychological research groups to questionnaire development

focus groups when differences between their tasks appear meaningful.

2. Group Composition

Composition of the focus group with regard to demographic characteristics is an important

consideration for researchers who conduct group interviews. The crux of the debate

centers around whether groups should be homogeneous to encourage candid expression

or heterogeneous to promote diversity in the discussion. That group composition should

be a source of concern is supported by ®ndings from expectation states theory (Berger,

Cohen, and Zelditch 1972; Berger, Conner, and Fisek 1974; Berger, Fisek, Norman,

and Zelditch 1977; Ridgeway and Walker 1995; Ridgeway and Balkwell 1997).

Expectation states theory was originally developed to explain Bales's (Bales 1958; Bales

and Slater 1955) ®nding that even in groups that are homogeneous with respect to status

characteristics such as age, race, gender, and socioeconomic location, distinct roles

emerge and create strati®cation within the group. This effect is more pronounced in

heterogeneous groups, as members who occupy high status positions in society tend to

be afforded privileges in the group such as having more frequent opportunities to partici-

pate in discussion or exerting more in¯uence over the group (Berger, Fisek, Norman, and

Zelditch 1977; Webster and Driskell 1978, 1983; Ridgeway and Balkwell 1997). For

example, in a classic demonstration of the effect of status characteristics, Strodtbeck,

Simon, and Hawkins (1965) formed mock juries from voters registered in an urban

area. The groups of men and women from various occupations listened to a recording

of a trial, selected a foreman, deliberated, and reached a verdict. Analysis of the inter-

actions within the groups showed that men and individuals from higher status occupations

initiated more interaction and were perceived as more helpful in reaching the verdict than

women and individuals from lower status occupations.
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In this review we concentrate primarily on the ideal sex composition of focus groups,

for two reasons. First, sex is the status characteristic that predominates in studies of small

group dynamics, where its effects are often considered to exemplify those that other

characteristics might produce (e.g., Henley, Hamilton, and Thorne 1985). Few are the

studies of the effects of racial group composition on dynamics; fewer yet are studies deal-

ing with other characteristics such as age or socioeconomic status, despite their potential

importance (e.g., Baker 1988).3 Second, in expositions of focus group techniques,

researchers frequently note that sex composition is relevant to the process and quality

of group discussion. Recommendations that members of a given focus group all be of

the same sex, owing to the sensitivity of a topic or the relation of sex roles to expertise,

are quite common (e.g., Morgan 1988). However, focus group researchers less often refer

to social psychological studies on sex roles that might inform decisions about group

composition. For example, Krueger (1988) notes that men might dominate mixed-sex

discussions in ways that women might ®nd to be annoying, while Morgan (1988) states

that it is unclear whether men and women interact differently depending on group

composition. The social psychological research on gender and small groups suggests a

rather more complex model of the in¯uence of gender on group interaction that is worth

attending to.

Some evidence suggests that women's input in focus groups would indeed be enhanced

by participating in all-female groups. Speci®cally, research in conversational dynamics

has found that women are more likely to be interrupted by men than the converse (Zim-

merman and West 1975) and that men's interruptions are disproportionately directed

toward women (Smith-Lovin and Brody 1989). In mixed-sex groups, women tend to speak

less than men (Thorne and Henley 1975; Aries 1982; Baker 1988), to feel more self-

conscious than men (Diener, Lusk, DeFour, and Flax 1980), to exercise less control over

topic choices than men (Fishman 1978; West and Garcia 1988), and to speak less assert-

ively than in all-female groups (Carli 1990; Kimble, Yoshikawa, and Zehr 1981).

Although women dominate in conversations about ``women's'' topics (e.g., sewing),

men show more dominant verbal and nonverbal behavior than women when discussing

``men's'' topics (e.g., an oil change) and when discussing a gender-neutral topic (e.g., gar-

dening) (Dovidio et al. 1988; see also Balkwell and Berger 1996). All of these ®ndings

imply that sex segregation in focus groups is appropriate ± even for gender-neutral topics

± if the researcher is concerned about the productivity of women in focus groups relative

to men, or about the quality of women's experiences in the group.

For men participating in focus groups, however, studies of sex differences in conversa-

tion point to negative effects of sex segregation. One factor is that men tend to disclose

personal information less readily or easily than women (Hatch and Leighton 1986; Sermat

and Smyth 1973). Men regard emotions, beliefs, and personal habits as more intimate

topics than women do (Solano 1981). They tend to discuss people and relationships less

than women do (Bischoping 1992; Hacker 1981), even in conversations with close friends

(Aries and Johnson 1983; Johnson and Aries 1983). Sermat and Smyth suggest that ``men

view other males who make intimate self-disclosures as acting in a manner somewhat
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3 Baker (1988) found that increased age was associated with increased participation by group members in a
mock-jury discussion of mandatory retirement, while socioeconomic status had no effect on participation.
Crosbie (1979) also found that socioeconomic status did not affect discussion group participation.



atypical of the predominant cultural norm'' (1973, p. 345). Indeed, half the male groups

involved in Walker and Wright's (1976) research refused to cooperate in an experimental

condition requiring intimate self-disclosure between same-sex dyads! A second factor is

that while women tend to get to know one another through self-disclosure, men more often

emphasize themes of personal competition and size up their locations in the group hierar-

chy (Aries 1977). The combination of these factors suggests that all-male focus groups

might be particularly plagued with unwillingness to disclose information on personal

topics. In contrast, in the presence of women, men may be more likely to discuss them-

selves or personal topics (Aries 1977). This suggests that both the overall productivity

of men in focus groups and the equality of participation among men may be enhanced

in mixed-sex groups.

This summary has been presented as though the ideal sex composition of a group could

be determined by answering a simple cost-bene®t question: given the discussion topic,

how much will women's and men's contributions be positively or negatively affected

by single-sex versus mixed-sex groupings? However, the question ought to be more

nuanced. Certain differences between focus groups formed to develop questionnaires

and the groups in research we have cited may be signi®cant, and relevant experimental

research on focus groups has not been conducted. For instance, while focus groups are

conducted by a moderator who attempts to improve group dynamics, the groups that

are typically studied lack a moderator. How serious are sex-based group dynamics issues

when a moderator makes a conscientious effort to address them? Johnson's (1994)

research suggests that raising the status of female group members could mitigate the

effects of sex on group dynamics (see also Ridgeway and Walker 1995; Walker, Ilardi,

McMahon, and Fennell 1996). Further, experimental comparisons of male and female

moderators might be just as important as experimenting with single-gender versus

mixed-gender participants. What if a woman moderated a group of men? Would men

then self-disclose somewhat more readily? Finally, the tasks involved when focus groups

develop questionnaires do not correspond precisely to the tasks set in small groups

research, which range from informal discussion to brainstorming and logical problem

solving, or even, in one case, to acting like a chimpanzee. This is important because

Kimble, Yoshikawa, and Zehr (1981) ®nd that sex differences in interaction can vary

with a group's task. Therefore, some results from research using small groups may not

translate smoothly into directives for survey researchers who use focus groups to develop

questionnaires.

Moreover, research on sex and conversation may be subject to substantial researcher

effects (Bischoping 1992). Since the goal of this research is often to ®nd sex difference,

discovery and interpretation of differences may be emphasized, and the statistical signi®-

cance of a difference stressed in preference to its magnitude. Participants in laboratory groups

might react to group composition in ways that support the hypotheses that are being tested.

For example, noticing that her group of six to eight people is composed only of women, a

participant might feel that she is present solely in her capacity as a woman and respond

accordingly. In comparison to research on differences between men and women, variations

within each sex have received relatively less attention. However Drass (1986) suggests that

``gender identity, as the set of meanings individuals attribute to themselves as males or

females, is more important for shaping role performance than gender per se'' (p. 294).
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Drass' conclusion that both men and women with relatively masculine personalities dom-

inate interactions parallels Sollie and Fischer's (1985) ®nding that sex-role orientation and

self-disclosure are related for women. Taken together, these studies suggest that decisions

about sex composition in focus groups might create the very effects that they seek to avoid,

or falsely convey a sense of security deriving from the conviction that the root problem of

dominating and reticent personalities has been solved. Therefore, research tailored to users

of focus groups that investigates the magnitude of sex differences in questionnaire devel-

opment tasks is essential.

We turn now to the question of racial composition of focus groups, summarizing the

sparse literature on the effects of race on group or dyad dynamics and outcomes in the

United States in order to determine whether any clear prescriptions for questionnaire

developers arise and be in the position to ask whether sex is rightly treated as a paradigm

for other status characteristics that could in¯uence group process.4 Some research

indicates that minority group members would participate better in a racially homogeneous

group, for reasons consistent with a conceptual parallel between females' and minority

group members' experiences. For example, Davis (1997) suggests that African American

respondents acquiesce to white interviewers, while Kirchmeyer (1993) ®nds that members

of minority groups contribute less than white participants to group problem-solving tasks,

in part because orientations to cooperation and dominance behaviors tend to differ by race.

Yet when we turn to the preferences and responses of white group members, the concep-

tual parallel to males is weak. Studies of white participants' responses emphasize their

unhappy or anxious emotional state ± a quite different focus from that of research on

men in groups. For example, white research participants are described as ``trying too

hard'' and feeling undue stress in interactions with African Americans (Ickes 1984),

and as feeling the atmosphere is less harmonious as the proportion of African Americans

in a group increases (Davis, Cheng, and Strube 1996; see also Davis and Burnstein 1981).

These ®ndings illustrate that we cannot readily generalize ®ndings about the effects of sex

composition to determine the effects of other variables.

Moreover, while these studies suggest that racially homogenous groups might feel best,

the scant literature also offers some evidence of the bene®ts of heterogeneity for group

productivity. McLeod, Lobel, and Cox (1996) note that despite their lower levels of inter-

personal attraction, brainstorming groups that are ethnically and racially diverse produce

ideas that are of higher quality than groups composed of only Anglo participants. Further,

Davis, Cheng, and Strube (1990) ®nd that members are most motivated to participate when

there is no clear racial majority. In response to research showing that diversity can hinder

group performance, McLeod, Lobel, and Cox (1996) suggest that it is critical to examine

how groups handle their diversity and what instructions about group process foster

productivity in a diverse group. Once again, these issues point to the potential role of focus

group moderators in directing group dynamics.

3. Optimal Group Size

What is the ideal number of members for a pretest focus group? A review of the
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recommendations by the experts regarding optimal group size suggests that focus group

researchers must balance the need of running a group which is small enough to allow

all participants to have an equal voice against that of having a group large enough to ensure

diversity in opinions and perceptions (see, for example, Fowler 1995; Krueger 1988;

Morgan 1988; Stewart and Shamdasani 1990). Commonly they recommend setting the

upper bound at twelve, claiming that groups with more than twelve members prohibit

everyone from making a substantial contribution. Other problems with large groups

include fragmentation, division into subgroups, and increased need for intervention by

the moderator in order to maintain equality in participation. In contrast to the recommen-

dations regarding the maximum number of participants, there is less agreement about

the optimal lower bound: while estimates range from four to eight, the consensus appears

to be near six. Interestingly, Morgan (1988) argues that among the disadvantages of

using smaller groups are that they may be more prone to faulty dynamics and less pro-

ductive than larger groups. The social psychological research on patterns of small group

interaction offers striking challenges to both these claims.

With regard to the claim that smaller groups may be more susceptible to faulty

dynamics, extensive investigations by Bales (1950, 1970), using the Interaction Process

Analysis (IPA) coding scheme, provide some of the most damaging evidence that bigger

is not always better. The IPA scheme measures many dimensions of group process, such as

distinguishing between goal-related behaviors and socio-emotional ones. One of the most

interesting ®ndings to come out of the IPA research was that as group size increases, group

members' participation varies increasingly (Bales and Borgatta 1965; Bales 1970).5 For

example, Bales (1970) found that among groups of four members, interaction was divided

roughly 30%±30%±25%±15%, meaning that the most active member spoke twice as

much as the least active member. However, as group size increased, a disproportionate

increase in the participation of the most active group members was found. Thus, in groups

of eight, the most active member took about 40 percent of the turns, ten times more than

the least active member, while the second most active member took roughly 25 percent of

the turns. Bales (1970) also found that group size interacted with other communication

processes in ways that hindered equal participation. Members who dominated discussions

were more likely to be addressed as the group leader by other speakers, and they, in turn,

tended to address the group as a whole when they spoke. In contrast, members who

participated the least, addressed one another instead of the group as a whole.

Further research indicates that group members typically divide participation tasks soon

after they begin discussion, in patterns that stabilize rapidly (Fisek 1974; Webster 1975).

For example, Baker (1988) found that a group member's participation level in the ®rst

minute of discussion is among the strongest predictors of his or her participation in the

time remaining. These ®ndings indicate that, to be effective, focus group moderators

must intervene swiftly to temper group dynamics. Yoell (1974) proposes that the

moderator's role would be simpler in small groups of six members than in groups of eight

or twelve. Taken together, these ®ndings indicate that focus groups smaller than is usually
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recommended could have members who participate more equally in discussions, in part

because of the participation patterns typical in smaller groups, and in part because of

the greater opportunity for close observation by the moderators of such groups. This

tentative conclusion runs counter to Morgan's (1988) assertion that smaller groups are

more prone to faulty dynamics than larger groups.

Research on the relation of group size to group productivity of ideas, problem solutions,

and other outputs poses a second challenge to conventional recommendations about focus

group size. As might be expected, increasing group size has generally led to increased

productivity (see e.g., reviews in Yetton and Bottger 1983; Littlepage 1991), though

some studies show no relation between these two factors. For example, Fern (1982) cites

brainstorming studies by Bouchard and Hare (1970) and Bouchard, Barsaloux, and

Drauden (1974) in which groups of ®ve and nine members, or groups of four and seven

members, were equally productive. Further, increases in group size have been observed

to have rapidly diminishing returns (Littlepage 1991). These studies offer provocative

evidence that small groups of four or ®ve members might easily approach the productivity

of larger groups.6

Of potential value in understanding this possibility are projects by brainstorming

researchers who compare nominal and real groups. A nominal group exists in name

only; its members work entirely independently and produce ideas that are later combined

by the researcher. In real groups, brainstorming is done by all group members working

together. Even though brainstorming groups have been touted as a means of enhancing

productivity, with creative ideas emerging from group process, a considerable body of

research (reviewed by Diehl and Stroebe 1987) shows that real brainstorming groups

almost always produce fewer unique ideas than nominal groups. In fact, nominal groups

outperform real groups by producing nearly twice the number of unique ideas (Lamm and

Trommsdorff 1973; Mullen, Johnson, and Salas 1991; Street 1974), with less of the

problem of diminishing returns than occurs among real groups (Bouchard, Barsaloux,

and Drauden 1974).

Having repeatedly con®rmed that nominal groups are more productive than real ones,

brainstorming researchers have begun to search for explanations. For example, Diehl

and Stroebe (1987) asked: How much do free riders contribute to this result? How impor-

tant is evaluation anxiety? Are subjects cognitively ``blocked'' when grappling with the

simultaneous tasks of generating new ideas, holding ideas in short-term memory while

others are speaking, and ®guring out when to speak? Finding that cognitive blocking is

a signi®cant factor, they tested whether it would be helpful to give subjects pencil and

paper to record ideas, to use a speakers' list to organize turn-taking, or to ensure that

real and nominal group members each had equal amounts of time per person. None of

these measures proved successful (Diehl and Stroebe 1991). Paulus and Dzindolet

(1993) have determined that social matching occurs in real brainstorming groups. That

is, members interpret how well they are doing by comparing their input to that of others,

which in turn reinforces the effects arising from cognitive blocking. Having obtained such
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discouraging effects for a method so widely regaled, brainstorming researchers have

begun to reformulate their research question to ask why we so widely believe in the

advantages of groups (Diehl and Stroebe 1991; Paulus and Dzindolet 1993).

On the whole, the brainstorming research implies that focus groups intended to generate

ideas are less productive than sets of individual interviews, combined as for a nominal

group. Because Littlepage (1991) demonstrates that task characteristics affect group

productivity, we must ask how well ®ndings about brainstorming tasks can be generalized

to understand focus groups engaged in generating native constructs or assessing a draft

questionnaire. Of particular value in addressing this concern are Fern's (1982)

experiments in which focus groups were asked to brainstorm about research topics for a

survey ± a task that more nearly approaches those of focus groups used in questionnaire

development. Fern found that eight-member groups were more productive than four-

member groups, though with a clear effect of diminishing returns (so that the eight-

member group was not doubly productive). Moreover, con®rming the brainstorming

conclusions, he found that ideas aggregated from sets of individual interviews, to produce

nominal group output, were superior in quality and quantity to ideas from real focus

groups. These ®ndings held regardless of whether the real groups were moderated. The

striking conclusion in this research was:

From a market researcher's perspective, individual interviews may be a better alterna-
tive for exploratory research than focus groups. The sheer volume of ideas, as well as
the quality of ideas, suggests using individual interviews. The cost of conducting
interviews, transcribing the tapes, editing the transcripts, and reporting the results
may be lower for individual interviews (Fern 1982, p. 12).

This conclusion poses a radical challenge for focus group users who measure a group's

success in terms of outputs such as the maximum number of native constructs participants

use to describe a phenomenon or all the reasons why a particular question may be sensitive.

Clearly, additional experimental research is needed that tests the possibility that our usual

group sizes are larger than concerns about productivity and equality in participation would

warrant. Another research direction is to test systematically the ef®cacy of focus group meth-

ods which combine an initial, nominal stage of independent contributions by group members

with a second stage of real group discussion (see Albrecht, Johnson, and Walther 1993).

4. Moderator Training

The preceding discussions of group composition and group size raise some hopes about

the potential of moderators to improve the dynamics and outputs of questionnaire

development focus groups ± by altering gender dynamics, for example, or by in¯uencing

the participation patterns of beleaguered large groups. At the same time, there are some

causes for unease. Fern's (1982) research, alarmingly, ®nds no effect of moderators on

questionnaire development focus groups. Offner, Kramer, and Winter (1996) conclude

that in the case of brainstorming groups, the presence of a facilitator does not raise real

groups' productivity beyond that of nominal groups. This result is generally con®rmed

by Oxley, Dzindolet, and Paulus (1996), with the exception that groups with highly trained

facilitators outperform nominal groups. These studies highlight the importance of

evaluating and improving moderator selection and training. In this section, we explore
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the possible contributions of social psychological studies of leadership and nonverbal

communication to moderator selection and training, respectively.

According to focus group literature, moderators should be selected on the basis of

abilities to listen well, probe nondirectively, and keep a group on track (see Stewart and

Shamdasani 1990, for a review of attributes related to skillful moderating). Thus, a

moderator could be conceived of as a group leader, one who is ``central to the creation,

maintenance, and redirection of group or organized culture'' (Wheelan and Johnston

1996, p. 34). For example, a focus group moderator performs many leadership functions

for the maintenance of the group, including outlining the group's goals (e.g., evaluation of

a questionnaire), describing methods for achieving goals (e.g., engaging in group discus-

sion about problems with questions), implementing methods for keeping the group on

track and the lines of communication open (e.g., cutting off a rambling informant), dealing

with group con¯ict (e.g., indicating at the beginning of the interview that all opinions are

of interest), and delivering feedback to group members about their performance (e.g.,

providing neutral praise to members who participate) (Hollander 1985; Stogdill 1974;

Michener and DeLamater 1994.)

Studies of leadership indicate that the degree to which a moderator is successful in

maintaining the group will depend partly on real ability and partly on the group members'

perception of the moderator as a leader. Accordingly, characteristics that are associated

with being perceived as a leader might be used by investigators when they select

moderators. These characteristics include being perceived as intelligent, con®dent,

socially perceptive, masculine in personality, skilled at the task that group members are

performing, and more talkative than other group members (Lord, De Vader, and Alliger

1986; Rice et al. 1984; Sorrentino and Boutillier 1975; Stein and Heller 1983; Stogdill

1974; Zaccaro, Foti, and Kenny 1991). While this list may be promising, we caution

that it draws on studies of leaders who emerge in the course of group activity by initially

leaderless groups, while the situation of moderators, who are appointed formally to a

leadership role, may differ. For example, Wheelan and Johnston (1996) outline important

differences between emergent and formally appointed leaders. Moreover, because focus

group moderators are to facilitate group discussion, it could be counterproductive for a

moderator to be extremely talkative.

Further studies have found that the similarity between a leader and group members can

in¯uence members' evaluations of the leader's ef®cacy. Hains, Hogg, and Duck (1997)

determined that group members' perceptions of an appointed leader as similar to them-

selves can in¯uence their acceptance of this individual, if belonging to the group is salient

or made important to the group members. However, when belonging to the group is

unimportant to the members, the similarity of the leader to the members is not important.

This ®nding implies that groups discussing sensitive experiences, or groups that are homo-

geneous with respect to societally salient factors such as race or sex, could evaluate most

favorably a moderator who is seen to be similar in experience, race, or sex, respectively. In

a meta-analysis of laboratory and organizational studies on sex and group composition,

Eagly et al. (1995) conclude that while men and women are equally effective as leaders,

their level of effectiveness varies both with the level of masculinity afforded to their role

and with the overall number of men in the group. Men are more effective in roles labeled

masculine, women are more effective in less masculine roles, and men are more effective
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in groups in which the ratio of men to women is large. This study again implies that

moderator sex should be matched to group members' sex, depending on the topic under

study. Additionally, if a woman is moderating a group, the sex ratio of the group should

not favor males.

A second area in social psychology that has the potential to inform moderator training

procedures and performance is the large body of research on the role of nonverbal

channels of communication (Archer and Akert 1977; DePaulo 1992; Ekman and Friesen

1969, 1974). Discussions of the moderator's role tend to emphasize verbal behaviors, such

as framing questions effectively, probing well, and maintaining a smoothly ¯owing

discussion. Findings from nonverbal communication studies could be used to develop

training procedures so that moderators could more easily detect cues about participants'

emotions and perceptions of one another. Using insights about the relation of nonverbal

cues to status and the expectation states paradigm (e.g., Ridgeway 1987; Ridgeway,

Berger, and Smith 1985), moderators might be able to attend closely to their own non-

verbal behaviors and to evaluate whether they are projecting constructive feedback. These

skills could be particularly signi®cant in addressing the serious group dynamics problems

that can arise in focus groups. Below we outline key nonverbal indicators and ways that

focus group moderators might respond to them.

High participation and the need to dominate may be likely from group members who sit

at heads or centers (as opposed to corners) of a rectangular seating arrangement (Hare and

Bales 1963; Nemeth and Wachtler 1974). Hare and Bales (1963) found group members

who selected central positions during group discussion not only participated more, but

scored high on tests of dominance. Seating preference is just one nonverbal demonstration

of feelings of power or dominance. Others observed in group interaction include gesturing,

leaning back, extending the legs, initiating speech, speaking a long time, looking at others

when speaking, and looking away while others speak (Dovidio et al 1988; Gifford 1991;

Mehrabian 1969). These feelings and behaviors are problematic from the perspective of

the moderator seeking to encourage members to participate equally. Using nonverbal

cues, trained moderators could identify which group members may appear powerful to

others and likely to dominate discussion as well as those who are likely to ``shy away''

from discussion and need encouragement. Moderators could be taught to project a

dominant message toward potentially dif®cult members who may come to monopolize

discussion time, once these persons have been identi®ed. Particularly because differentia-

tion in group members' participation can occur rapidly, these skills could be very useful.

Anxiety, negative feelings, or submissive feelings are indicated by increased random

movement, increased ``grooming'' (self-touching) behavior (Burgoon et al. 1992; Dovidio

et al. 1988), by moving objects around more (Gifford 1991), and by a high rate of blinking.

Moderators could make similar use of these indicators to evaluate group dynamics and to

modify their own nonverbal messages. Moderators could be trained to use feedback and

nondirective probes speci®cally designed to put members at ease after diagnosing negative

feelings in the group (e.g., ``I know talking about these issues makes some people uncom-

fortable. How is it for you?''). These skills would be especially useful in groups evaluating

questionnaires on sensitive or personal topics.

Friendly or positive feelings are indicated by leaning forward, constancy in a gaze

(Burgoon 1991), stillness of the head in speaking (Burgoon et al. 1992), stillness of the
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legs, and open arms with more arm gestures (Gifford 1991). While smiles can indicate

friendliness, relaxation and engagement (Burgoon 1991), they are surprisingly ambiguous:

at times they can indicate nervousness, dishonesty, social tension or approval-seeking

(Dovidio et al. 1988; Ekman, Friesen, and O'Sullivan 1988). Moderators could be trained

to project calm and friendly feelings toward group members and to monitor whether they

appear to favor one member's input over another's using more interpretable and reliable

cues than smiles. Further, they could determine whether coalitions among members are

forming and develop constructive methods to deal with these.

Lying is notoriously dif®cult to detect, particularly because we believe that certain

behaviors like ``not looking someone in the eye'' are characteristic of lying (Bond,

Omar, Mahmoud, and Bonser 1990), so that when we do lie, we do our best to convin-

cingly avoid such behaviors. Indeed, our usual ability to detect lies is at best only slightly

better than chance (Ekman and O'Sullivan 1991). Some of the best cues that a lie is being

told are that lies are delivered in relatively high-pitched tones and with a decline in hand

movements apparently caused by the liar's concentration on effective speaking (Ekman

1988; Ekman, O'Sullivan, Friesen, and Scherer 1991). Other vocal clues include hesitating,

stuttering, stammering and providing short answers to questions (DePaulo, Stone, and Las-

siter 1985; Zuckerman, DePaulo, and Rosenthal 1981), while nonvocal clues include

dilated pupils, excessive blinking and inordinate touching of the body (Kraut and Poe

1980). While the cues for lying are quite unreliable and could be dif®cult for a moderator

to use, the ability to detect deception can be increased through training and emphasis on

vocal cues over visual ones (DePaulo, Lassiter, and Stone 1982; Zuckerman, Koestner,

and Alton 1984). Given that many survey research topics involve sensitive issues (e.g.,

politics and health) and that participants in focus groups are often asked whether they think

people will answer certain questions honestly, training moderators to detect and construc-

tively handle deception would be a useful endeavor.

How well do these ®ndings regarding dominance, negative and positive affect and

deception, gleaned largely from laboratory studies of dyad interaction, transfer to a focus

group setting? One issue is whether subjects' behaviors in these studies re¯ect their day-

to-day nonverbal behavior and the behavior that might be shown in a focus group.

Researchers studying nonverbal behavior in the laboratory tend to generalize their results

quite freely to daily life, possibly because nonverbal behavior is so often unconsciously

performed that conscious reactions to being studied are not expected. However, they

are very cautious about assigning a single de®nitive interpretation to any given gesture,

pointing out, for example, the varied social meanings of a smile (Dovidio et al. 1988).

From this perspective, cautious generalizations to the focus group appear feasible.

A second issue is whether focus group moderators can incorporate observation of non-

verbal communication with their many other tasks in running a group. On this point, the

research suggests a mixed response. On one hand, it is most likely that moderators already

do use their skill as nonverbal communicators and interpreters in focus groups, often with-

out realizing it. As Smith, Archer, and Costanzo (1991) suggest, articulating nonverbal

cues is a more unusual and dif®cult activity than the day-to-day task of perceiving and

interpreting them. Moreover, although nonverbal communications researchers often use

extraordinarily precise measures of micro cues such as voice pitch, angles of facial

orientation, and durations of silence, ``macro'' cues such as larger gestures could be
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more easily noticed and addressed by moderators (Gifford 1991). Findings across a

number of studies demonstrate that independent observers are able to code both ``micro''

and ``macro'' behaviors fairly reliably with training (Burgoon and Baesler 1991). On the

other hand, moderators' duties in conducting a semi-structured interview and tracking

verbal group dynamics are already quite considerable. How much more could a moderator

realistically be expected to do without cognitive overload? In the arguably less complex

situation of one-to-one interviews, trained survey interviewers have repeatedly been found

to give inappropriate feedback to respondents (Mathiowetz and Cannell 1980).

5. Conclusions

This review has indicated a multitude of ways in which empirical ®ndings from social

psychological research in group dynamics challenge commonsensical focus group

practices. Expectation states theory leads to questions about recommendations that groups

be homogeneous, while interactional process analysis and brainstorming studies indicate

that smaller than usual groups could be highly productive. Leadership and nonverbal

communication studies point to new criteria for moderator selection, new concerns for

training, and most radically, new questions about whether moderators have any effect.

Clearly, myriad experiments could be done that contrast outcomes for groups of varied

sociodemographic characteristics, size, moderator selection, and moderator training, as

well as examining how these variables interact. Given the large range of choices, we

believe that the most serious issue is the order of priorities for a social psychologically

informed research programme. In this conclusion, we indicate our priorities, emphasizing

conceptual and measurement issues that should be addressed before experimentation

commences.

The highest priority research, relevant to each area discussed in this review, will be to

clarify what is meant by a ``good'' or ``successful'' focus group. Researchers who are

committed to focus group use should be concerned primarily with comparisons among

groups of various sizes, compositions, leader selection and training methods, and so forth.

Their inquiries will require, ®rst, development of indicators to measure various aspects of

group process and products. As Yoell (1974) suggests, measures developed to study group

interaction (e.g., Bales 1950, 1970; Dabbs and Ruback 1987; Fern 1982) might be adapted

here. In addition, modifying interviewer-respondent behavior coding systems used to

measure data quality and interaction quality in standardized interviews might be particu-

larly useful (e.g., Dykema, Lepkowski, and Blixt 1997; Fowler and Cannell 1996). Coding

systems could be used to capture and evaluate interactions among participants, between

participants and moderators, and in the group as a whole, and might be combined with

information from moderators' and participants' subjective evaluations of the group

experience.

Other methodologists may question whether focus group approaches are as effective as

other pretesting methods, particularly in light of the brainstorming studies that contrast the

productivity of real groups to that of ``nominal'' groups constructed using one-to-one

interviews. Those who strive to design optimal questionnaire development strategies

will cast a wide net by comparing focus group approaches to a broad range of other pretest

methods, including expert review, interviewer debrie®ng, cognitive interviewing methods,
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and interviewer-respondent interaction coding. Again, the indicators used to identify a

``good'' pretest are diverse. While some studies have evaluated the number of potential

problems that a pretesting method identi®es (e.g., Fowler 1992; Presser and Blair

1994), others have assessed how reliably problems are identi®ed (e.g., Bischoping

1989; Presser and Blair 1994), how much detail about the nature of the problem is given

(e.g., Oksenberg and Kalton 1989), and how costly the method is (e.g., Presser and Blair

1994). Arguably the most critical indicator in evaluating a pretest strategy is its validity or

the degree to which the strategy identi®es problems that could in¯uence survey error.

While the record-check methods ordinarily used to assess validity have a host of problems,

they nonetheless raise questions about the other criteria for ``good'' pretesting. For

example, in a record-check study evaluating the relation of interviewer-respondent inter-

action codes to response accuracy, Dykema et al. (1997) found that respondent codes

believed to identify problematic questions effectively, such as respondent expressions

of uncertainty, were unrelated to response accuracy.

As we develop indicators, we should also be sensitive to the relation between various

indicators and potential contradictions in assumptions about the meaning of a ``good''

pretest. Researchers who are comparing one focus group design to another may ®nd

that the goals of equal participation and high quality output are contradictory. For

example, Ridgeway and Walker (1995) point out that hierarchies in groups can lead to

greater ef®ciency as tasks are completed. Other cautions apply to researchers who are

comparing focus group methods to other questionnaire development methods. Morgan

(1996) notes that researchers have approached comparisons between focus groups and

other methods in contradictory ways: while some researchers judge focus groups to be

effective when the groups lead to the same conclusion as other methods, others consider

the unique contribution of focus groups to be the sign of their ef®cacy. Therefore, it is

plausible that researchers seeking to identify a single, optimal questionnaire development

method will draw different conclusions from those with designs that allow triangulation

among methods.

As a second priority, we recommend that a more complete enumeration of the dimen-

sions of a focus group be undertaken. Our review has concentrated on group size, gender

composition, and moderator selection and training because these are three dimensions

commonly regarded as important in preparing for a focus group and because social

psychological research has de®nite bearing on each. However, two of these three dimen-

sions pertain to static characteristics of a group that do not change once it is underway,

meaning that variations in the dynamic and interactive dimensions of the interview process

have received relatively little attention here. For example, the ways in which participants

are oriented to the focus group task, the extent to which they are asked to work indepen-

dently at the beginning of the interview, and the degree to which they are aware of the list

of topics for discussion may all be factors that in¯uence the equality of participation.

We turn now to the three dimensions that we have investigated and to speci®c

experiments that should be conducted. The most dramatic challenge to current practice

arises from the implications of brainstorming research for decisions about group size.

There are strong indications that typical focus groups are larger in size than is ideal, yet

these indications generally arise from groups convening to complete tasks that are quite

different from the typical focus group task. Drawing preliminary conclusions about the
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basic issue of group size, and testing the extent to which Bales and brainstorming group

tasks generalize to focus groups, would be most helpful. Another important research direc-

tion will be to develop a moderator training system, incorporating the insights from studies

of nonverbal behavior, and test how it in¯uences focus group outcomes. Given that there

are questions about the ef®cacy of any moderator, such tests should include unmoderated

groups among the experimental conditions. Third, there is a clearly de®ned and testable

hypothesis in the area of gender composition of focus groups ± namely, that men's and

women's contributions are differently in¯uenced by composition. We recommend that

research on this hypothesis be accompanied by further discussion of how other

demographic characteristics affect group interaction, and of how these variables are

conceptualized. For example, are sex or race considered to be rough and practically

applicable indicators of personality traits and group interaction styles, or are they

considered important in themselves? Finally, while our literature review has explained

why such a research programme is relevant for questionnaire developers, certainly it

has broad implications for survey researchers who conduct focus groups for other

purposes, such as providing vivid examples that shed light on quantitative analyses.
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