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Toward the Development of Optimal Calling
Protocols for Telephone Surveys: A
Conditional Probabilities Approach

Richard A. Kulka and Michael F. Weeks'

Abstract: This study confirms the results of
previous research indicating that the chances
of finding a respondent at home and con-
ducting a telephone interview on the first call
are much better on weekday evenings and on
weekends than during weekday daytime
hours. By examining call outcomes across a
series of three unanswered calls, it was also
demonstrated that this general principle ap-
plies to second and third “cold” calls as well,
while also providing some evidence that re-
peated calls during the same “optimal” time
period may yield diminishing returns. We also

1. Introduction

The past decade has seen a steady growth of
telephone interviewing and extensive meth-
odological research on this data collection
mode (cf. Groves et al. (1988)). Yet, one issue
that has received relatively scant attention is
the scheduling of calls. The practical signifi-
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see how one might best “recover” from a non-
optimal initial call through more efficient
scheduling of second and third calls. How-
ever, when optimal and nonoptimal time
slots were mixed, better results were obtained
when the former were called earlier in the
sequence, thereby emphasizing the critical
importance of optimal timing for the first call
in particular.

Key words: Telephone surveys; call sched-
uling; contact rates.

cance of this issue is reflected in the survey
research literature (cf. Weeks (1988)). For
example, Groves and Kahn (1979) reported
that an average of 3.4 calls was required per
sample telephone number to successfully
complete two national household surveys by
random-digit-dialing (RDD). Weeks, Jones,
Folsom, and Benrud (1980) found in a national
face to face household survey that the average
probability of finding anyone at home aged
14 and over was only a bit over 50-50 between
the hours of 8:00 a.m. and 9:00 p.m. Marcus
and Crane (1986, p. 108) observed that “the
efficiency of telephone surveys can be signifi-
cantly improved if interviewers make their
calls during times when respondents are most
likely to be at home.”
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Research to date on call scheduling has
focused almost exclusively on the timing of
calls to sample households and the effects of
a variety of independent variables on call
outcomes, including time of day, day of the
week, seasonality, and the type of area sur-
veyed (e.g., urban or rural). Weber and Burt
(1972) and Weeks et al. (1980) investigated
optimal timing of interviewer visits in personal
interview surveys. For telephone surveys, a
number of investigators have analyzed and
presented call outcome results for a variety of
different survey designs and populations
(e.g., Falthzik (1972), Rogers (1976), Groves
and Kahn (1979), Fitti (1979), Wiseman and
McDonald (1979), Vigderhous (1981), Kerin
and Peterson (1983), and Warde (1986)).
With the exception of Kerin and Peterson
(1983), the literature confirms the intuitive
hypothesis that the best time to contact an
adult respondent by telephone in a cross-sec-
tional household survey is on weekday eve-
nings and weekends, as opposed to weekday
daytime slots (i.e., “normal business
hours”). However, optimal timing may vary
for special populations (e.g., Falthzik
(1972)).

An interesting point is that most researchers
have focused only on the first call to a house-
hold or have lumped all calls together and
presented “static” or unconditional proba-
bilities for obtaining a specific call outcome
(answer, interview, refusal, etc.). This ap-
proach ignores the distinct possibility of the
influence of conditional probabilities; that is,
changes in probabilities based on the timing
of previous (no answer) calls to a given num-
ber. To our knowledge nothing is published
that evaluates algorithms for a series of calls to
a sample case’.

2 However, Groves and Robinson (1982) have con-

ducted some unpublished research on this issue.

Journal of Official Statistics

Weeks, Kulka, and Pierson (1987) were
the first to examine both first and second call
outcomes, while also distinguishing between
“answered” and “interviewed” outcomesin a
large national telephone survey of male U.S.
Army veterans aged 3245, conducted in
1985-86. Consistent with the research cited
above, that study found that the chances of
finding a respondent at home and conducting
an interview on the first call were much better
on weekday evenings and on weekends than
during weekday daytime hours. Some varia-
tion, however, was observed in the best times
to call for contacting versus interviewing pur-
poses. Weekday evenings were significantly
better than all other times (except for Satur-
day mornings and evenings) for contacting
households by telephone. On the other hand,
to obtain an actual interview, Sunday after-
noons and evenings along with weekday and
Saturday evenings were significantly more
productive than other calling periods. More-
over, the study found some evidence that the
relative superiority of weekday evenings and
weekends for successfully making contact on
the initial call also applied to second calls
made to first-call no answers, although the
pattern was somewhat weaker.

While these results suggested improvements
in the efficiency of telephone data collection
by more optimal scheduling of calls, that study
was subject to a number of limitations. First,
as is the case with virtually all studies of call
scheduling, initial calls were not assigned to
different time periods in a strictly random
manner. Therefore, the presumption that a
more systematic assignment of first calls to
those time periods having the highest contact
rates would increase the efficiency of calling
was speculative in the absence of a field test
or experiment.

Fortunately, shortly after completion of
the study, an opportunity arose to conduct a
field test in connection with a second phase of
the same study. A small (415 cases) saqple of
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U.S. Army male Vietnam era veterans was
contacted using a specific three-call sched-
uling algorithm based on the probabilities of
success for various time periods reported in
Weeks et al. (1987). In this study initial calls
and callbacks to unanswered numbers were
scheduled with little regard to potential vari-
ation among time slots in their probabilities
of achieving a successful contact. By com-
parison, the results of our field test were fairly
dramatic, indicating a significant increase in
the proportion of calls answered, not only for
the first call (from 62 to 80 %), but for the
second and third calls as well. Overall, we
saw an almost 25 % reduction in the average
number of calls required to contact a house-
hold. Thus, although the two samples of vet-
erans are not strictly comparable, the results
of this field test provide preliminary support
for the assumption that even a crude call
scheduling algorithm, based on the general
pattern of call outcome probabilities suggested
by prior research, may substantially improve
the efficiency of calling in a telephone survey
relative to a quasi-random assignment of initial
calls followed by a scattering of subsequent
calls across different time periods.

Second, due to the special nature of the
sample of veterans described in Weeks, et al.
(1987), it is difficult to assess the extent to
which the results observed in these analyses
are generalizable to other special popula-
tions or to the general household population.
Third, the database used in the Weeks et al.
(1987) study (approximately 8 450 cases) was
too small to permit more than a cursory in-
vestigation of the optimal timing of a series of
calls. This was unfortunate since a series of
calls was precisely the type of data required
to evaluate the utility of a “static” versus a
“conditional” probability approach to call
scheduling. The next step was to conduct an
analysis using the same approach followed in
Weeks et al. (1987) on a significantly larger
database from a national household telephone
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survey. The goal was to identify several opti-
mal calling algorithms for multiple call at-
tempts, and further assess the potential effi-
cacy or efficiency of a “conditional proba-
bilities” approach to call scheduling.

2. Methods

The basis for this new study was the 1986
Youth Attitude Tracking Study II (YATS II),
a nationwide household telephone survey
conducted by Research Triangle Institute
and Amrigon Enterprises, Inc. between July
and November 1986. The target populations
for this study were men and women aged
16-24. The first two phases in this three phase
data collection involved the screening of al-
most 190 000 telephone numbers via random-
digit-dialing (RDD) to identify working resi-
dential numbers. The database for our anal-
yses consisted only of the 78 682 sampled
numbers ultimately identified as households.
It was necessary to exclude nonresidential
and nonworking as well as no-contact num-
bers because the call record data for these
cases were not available or readily accessible.
This analysis also focuses only on “answered”
rather than “interviewed” outcomes because
of the extensive screening for eligibles in this
survey as well as the specialized population
actually surveyed in its interview phase.
Thus, in contrast with the specialized sample
used in Weeks et al. (1987), the results in this
article are based on a national probability
sample of households with telephones, and
are thereby generalizable to the general
population.

The survey was conducted from a central
telephone interviewing facility. Initial calls to
respondents were made between 8:00 a.m.
and 10:00 p.m. (local time for the respondent)
Monday through Friday, between 8:00 a.m.
and 5:00 p.m. on Saturday, and between
12:00 p.m. and 10:00 p.m. on Sunday. Initial
calls to newly activated cases were assigned



322

rather arbitrarily to the earliest available time
slot during these time periods. Subsequently,
“no contact” cases were rotated systematically
through successive daytime and evening
shifts (even on the same day) until a contact
with someone in the household was achieved.?
Multiple calls were permitted on the same
shift if work on other cases was completed
prior to the end of the shift.

This approach resulted in the following
distribution of initial calls: 14.7 % were made
on weekday mornings, 26.0 % on weekday
afternoons, 38.1 % on weekday evenings,
10.3 % on Saturdays, and 10.9 % on Sun-
days. This distribution corresponds roughly
to the proportion of total interviewing hours
for a given week (approximately 89 hours)
represented by each time slot. Weekday eve-
nings received somewhat more than their
proportional share of calls, and weekday
mornings somewhat less, than would be ex-
pected under a strict allocation of cases by
time and number of interviewers for each
time slot.

In addition, a stratified and nonequal proba-
bility sample was drawn so as to represent the
geographic areas of 66 Military Entrance
Processing Stations (MEPS). The differential
sampling weights generated by this design
were not used in the analyses presented in
this article. These weights were omitted be-
cause a preliminary comparison of the weighted
and unweighted data indicated no substantial
differences for these results.

3. Results

Reflecting a more “optimal” scheduling of
calls in YATS II as opposed to phase one of
the survey of veterans, the results of the first

three calls for YATS II were somewhat better

* This is one variation on the “scatter” approach to
scheduling callbacks on cases for which earlier calls
have produced no contact, as recently described by
Weeks (1988).
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than those presented in Weeks et al. (1987).
The percentages of residential numbers an-
swered for the first three callsin YATS I were
65.5, 56.5, and 54.9 resulting in a cumulative
contact rate after three calls of 93.2 %. The
average number of calls required to find a re-
spondent at home was 1.59.

The first-call answer rates by time of day
(one-hour periods) and day of the week for
YATS 1II are presented in Table 1. All time
slots presented in this and subsequent tables
are local time for the respondent. These data
indicate that the probability of finding a re-
spondent on the first call is much higher on
weekday evenings (5:00 to 10:00 p.m.) than
during the weekday daytime hours (8:00 a.m.
to 5:00 p.m.). For example, 17 of the 25 week-
day evening one-hour periods (68 %) had an
answer rate of 70 % or higher, in comparison
to none of the 45 weekday daytime time slots.
Contact probabilities for the weekend time
slots reported in the table (Saturday daytime
and Sunday afternoon and evening) were also
better than the weekday daytime hours,
though not as good as weekday evenings.
Both of these patterns have intuitive appeal
and are consistent with the results presented
in Weeks et al. (1987) and other reports in
the research literature.

Table 2 presents the same data collapsed
into seven day-and-time calling periods. Since
these periods span four to five hours, they are
easier to use in scheduling telephone inter-
viewer workshifts than either the hourly or
day of the week data presentedin Table 1. As
indicated, weekday evenings had the highest
answer rate (73 %) followed by the four week-
end time slots [62-71 %, with a weighted (by
number of calls) mean of 65 %]. The two
worst periods are clearly the weekday day-
time intervals (59-60 %, with a weighted
mean of 59 %). These differences are all sta-
tistically significant (p<<.0001) and are also
consistent with the results presented in Weeks
et al. (1987).

-
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Table 2. Percentage of first calls answered by time category

Day-and—time period First calls answered
Y% N

Weekday morning (8:00-11:59) 60+ 1 11 483
Weekday afternoon (12:00-4:59) 59+1 20 304
Weekday evening (5:00-9:59) 73+1 29 786
Saturday morning (8:00-11:59) 68+ 1 2310
Saturday afternoon (12:00-4:59) 63+1 5750
Sunday afternoon (12:00-4:59) 62+1 4277
Sunday evening (5:00-9:59) 71+1 4207

Notes: (1): Nonsubstantive outcomes such as “busy,” “intercept,” etc., have been ignored.

(2): Approximate standard errors were computed for each cell as SE = [(P)(1-P)/N]"*. Ap-

proximate 95 % confidence intervals were computed as £2SE.

While Tables 1 and 2 deal only with first
calls, the answer rate for second calls condi-
tional on the time of the first no-answer call
was also examined. Because of the small cell
sizes, it was necessary to collapse the two
Saturday time slots into one and to do the
same for Sunday. These analyses indicated
that weekday evenings are still the best time
to make a second call, regardless of when the
first call was made. However, this time period
performed least well when the first call was
also made on a weekday evening. Likewise,
the weekend time slots generally out-per-
formed the weekday daytime slots for second
calls, except when the first call was made dur-
ing the same time period. In fact, for every
second call time period, the lowest answer
rate for that period was produced when the
first call was also made during that period.
This suggests that answer rates for second
calls are affected by the timing of the first
call.

It was also possible to carry these analyses
one step further by looking at the answer rate
for third calls conditional on the time of the
first and second not-answered calls. Although
this tabulation had several cells with small

sample sizes, the available data were consis-
tent with the observations made with regard
to conditional second calls. Weekday eve-
nings consistently out-performed the week-
day daytime time slots on the third call re-
gardless of the timing of the first and second
calls. However, weekday evenings performed
best when both of the earlier call attempts
were made during the weekday daytime pe-
riod, less well when one or the other of the
previous calls was also made during a week-
day evening, and least well when both of the
previous calls were made during a weekday
evening. In fact, in the latter circumstance,
the weekday daytime periods actually per-
formed almost as well as the weekday eve-
ning and weekend periods on the third call.
In order to summarize these datain a more
manageable form, we examined all combina-
tions of the five day-and-time periods over a
series of three calls. Of the 125 possible com-
binations, 65 were eliminated due to small
sample sizes (at least one of the component
time slots had fewer than 20 calls). The re-
maining 60 three-call algorithms are presented
in Table 3, which ranks these various combi-
nations according to three basic criteria: (1)
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the cumulative proportion of calls answered
after three call attempts; (2) the mean num-
ber of calls required to obtain an answer; and
(3) the approximate cost per answer. Though
not yet considered in our analyses, the last
criterion is an important factor in evaluating
these various combinations. Some time slots
clearly cost less than others, due to variable
rates for telephone tolls and computer charges
related to the use of computer-assisted tele-
phone interviewing, or CATI (see Note 3,
Table 3).

In the table, the algorithms are ranked
from 1 to 60 based on the sum of their rank
scores on the three separate criteria. For ex-
ample, ranked first is the “weekday evening/
Sunday/Sunday” algorithm, which ranked
fourth on the basis of cumulative proportion
answered, first on average number of calls to
obtain an answer, and tenth on cost per an-
swer. This gives us an overall sum of ranks of
15, the lowest (best) rank of any three-call
combination. While we recognize that this
approach gives equal weight to the three cri-
teria, the full data provided in Table 3 would
allow a reordering of this list in several dif-
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ferent ways should a different weighting or
priority scheme be judged more appropriate
for a particular survey.

A cursory review of Table 3 indicates that
the algorithms which emphasize weekday
evenings and weekends cluster near the top
of the rankings, while those which emphasize
weekday daytime slots tend to cluster near
the bottom. The ranges on the three criteria
run from 84 % to 98 % on the cumulative
proportion answered, 1.38 to 1.77 on the av-
erage number of calls to obtain an answer,
and from $1.24 to $2.06 on cost per answer
obtained. In Table 4 these same algorithms
are sorted by time of the first call. Since it
may often be necessary to schedule initial
calls at nonoptimal times due to study time
constraints and limitations in facility capacity,
this table offers some guidance on how best
to “recover” in scheduling the second and
third calls. However, the predominant influ-
ence of tke timing of the first call is readily
apparent through an examination of the means
provided for each criterion on each set of
algorithms.

Table 4. Three-call algorithms ordered by time of first call
Calling period Approximate
First Second Third Cumulative % Mean calls cost Overall
call call call answered peranswer  peranswer rank
inUSD
WDM WDE WDE 95 1.641 1.79 25
WDE SUN 95 1.642 1.77 28.5
WDA SUN 95 1.704 1.85 30
WDE SAT 94 1.644 1.78 31
WDE WDA 93 1.645 1.84 36
SAT SUN 92 1.675 1.71 37
WDA WDE 94 1.701 1.92 38.5
WDE WDM 92 1.650 1.84 38.5
WDM WDE 93 1.706 1.92 44
WDA SAT 91 1.705 1.89 45
WDM SAT 90 1.712 1.90 48
WDM SUN 89 1.713 1.92 51
WDA WDA 87 1.710 2.03 52
WDA WDM 87 1.711 2.03 54
WDM WDA 86 1.717 2.04 55
WDM WDM 85 1.720 2.04 56.5
All with first callon WDM 91 1.687 1.89 42
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Table 4. Three-call algorithms ordered by time of first call (continued)
Calling period Approximate
First Second Third Cumulative %  Mean calls cost Overall
call call call answered peranswer  peranswer rank
inUSD
WDA WDE SUN 93 1.700 1.78 33
WDE WDE 94 1.701 1.80 34.5
WDE SAT 93 1.701 1.78 34.5
WDM SUN 94 1.758 1.86 40
SAT SUN 92 1.728 1.70 41
WDE WDA 91 1.704 1.85 42.5
WDE WDM 92 1.706 1.85 42.5
WDM SAT 93 1.757 1.88 46
WDM WDE 93 1.753 1.93 47
WDA WDE 93 1.753 1.93 49
WDA SUN 91 1.758 1.88 50
WDA SAT 90 1.758 1.90 53
WDA WDM 88 1.760 2.04 56.5
WDM WDA 87 1.763 2.03 58
WDM WDM 87 1.768 2.04 59
WDA WDA 84 1.762 2.06 60
All with first callon WDA 91 1.739 1.89 47
WDE SUN SUN 95 1.375 1.39 1
WDE SUN 95 1.386 1.44 4
SAT SUN 95 1.386 1.39 5
WDE WDE 95 1.387 1.47 7
WDE SAT 95 1.387 1.45 8
WDE WDA 95 1.387 1.50 9
WDE WDM 95 1.388 1.50 10.5
WDA SAT 95 1.393 1.51 10.5
WDM SUN 95 1.394 1.52 12.5
WDA SUN 95 1.393 1.51 12.5
SAT SAT 94 1.383 1.40 15
WDM WDE 95 1.397 1.54 16
WDM SAT 94 1.394 1.52 18
WDA WDE 94 1.396 1.54 19.5
WDM WDA 94 1.396 1.58 22.5
WDA WDM 94 1.394 1.58 24
WDM WDM 93 1.397 1.58 26
WDA WDA 93 1.395 1.58 27
All with first callon WDE 95 1.390 1.50 14
SAT SUN SUN 93 1.584 1.18 22.5
All with first callon SAT 93 1.584 1.18 23
SUN WDE WDE 97 1.494 $1.24 2.5
WDE WDM 98 1.493 1.27 2.5
WDM WDE 96 1.507 1.35 6
WDE WDA 95 1.495 1.27 14
WDA WDE 94 1.509 1.35 17
WDA WDM 94 1.509 1.40 19.5
WDM WDA 93 1.508 1.39 21
WDM WDM 92 1.510 1.39 28.5
WDA WDA 88 1.511 1.39 32
All with first callon SUN 94 1.504 $1.34 16

Notes:

See footnotes to Table 3.
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Tq‘ble 5. Comparison of groups of three-call algorithms by optimal — and — nonoptimal call

X
Composition of group Mean results
Number Number Cumulative = Number Approximate

First Second  Third of of per cent of calls cost
call call call algorithms calls answered  peranswer percall
inUSD

OPT OPT OPT 8 25 853 95 1.423 1.37

OPT OPT NON 4 20 317 95 1.441 1.39

OPT NON OPT 8 26 268 95 1.423 1.48

OPT NON NON 8 20 425 93 1.453 1.49

NON OPT OPT 8 18 161 94 1.679 1.76

NON OPT NON 4 18 811 92 1.676 1.85

NON NON OPT 12 17 481 92 1.731 1.90

NON NON NON 8 17 517 86 1.739 2.04

Notes: (1) OPT = Optimal calling periods (weekday evenings, Saturday and Sunday).

NON = Nonoptimal calling periods (weekday mornings and weekday afternoons).

(2) See footnotes to Table 3.

Finally, Table 5 compares groups of algo-
rithms based on their use of time slots shown
to be “optimal” (i.e., weekday evenings and
weekends) versus those shown to be “non-
optimal” (i.e., weekday daytime). In general,
this way of organizing the data confirms that
calling households at optimal times improves
calling efficiency, and that when optimal and
nonoptimal time slots are mixed, better re-
sults are obtained when the optimal time
slots are used earlier in the sequence. The
particular importance of the timing of the
first call is emphasized by the set of algo-
rithms which involved an “optimal/nonopti-
mal/nonoptimal” sequence which was superior
to the set which involved a nonoptimal/opti-
mal/optimal sequence on two of the three cri-
teria.

4. Summary and Conclusion

Overall, the results of this study are consis-
tent with the preponderance of research lit-
erature, both for face to face and telephone
interview surveys. Our study confirms the re-
sults of other studies that indicate that “the
chances of obtaining an answer and conducting

an interview on the first call are much better
on weekday evenings and on weekends than
they are during weekday daytime hours”
(Weeks et al. (1987, p. 547)). Our study in-
tended to move beyond this general conclu-
sion, and did yield some new information of
value when deriving optimal algorithms or
protocols for the scheduling of no contact
calls in telephone surveys.

Our most significant result was the thorough
examination of call outcomes of up to three
unanswered calls. We were able to do this be-
cause our database consisted of 78 000 cases.
It was possible to examine the extent to
which the probabilities of obtaining an an-
swer for a second or third call are conditional
on when the preceding call was made and,
potentially, to identify optimal call sched-
uling algorithms for a series of “cold” calls.
Analyses of the results of initial calls from
this database were consistent with the results
cited previously regarding the general supe-
riority of weekday evenings and, to a lesser
extent, weekends relative to weekday daytime
for the scheduling of first calls. Moreover,
analyses of second and third calls indicated
that this finding also applies to second calls

=
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made to first-call no-answers and to third
calls made to first and second call no-answers.
However, a notable exception to this general
rule was also found. Even the most optimal
time periods (i.e., evenings and weekends)
tend to perform least well when earlier call
attempts were made during the same time
period, thereby providing some evidence for
the importance of conditional probabilities.
To make better use of this multiple call data,
all combinations of time slots over a series of
three calls were examined, and 60 of the 125
possible combinations or algorithms were
ranked according to: (a) the cumulative per-
cent answered after three calls; (b) the mean
number of calls to obtain an answer; and (c)
the approximate cost per answered call. Based
on an equally-weighted sum of ranks derived
from these three criteria, the 60 algorithms
were ordered from a high to low on call effi-
ciency, indicating once again that algorithms
that emphasize weekday evenings and week-
ends tend to cluster towards the top, while
those that emphasize weekday daytime calling
periods cluster near the bottom of these rank-
ings. An alternative sorting of these rankings
by time of the first call provided some
indication of how one might best “recover”
from a nonoptimal initial call through a more
efficient scheduling of second and third calls.
Similarly, a clustering of these algorithms
according to their relative use of optimal time
periods provided additional confirmation
that calling households at optimal times clearly
improves performance. When optimal and
nonoptimal time slots are mixed, better re-
sults are obtained when the former are called
earlier in the sequence. These and other data
served to emphasize the critical importance
of optimal timing for the first call in particular.
The data presented in Tables 3-5 should be
of practical relevance and utility to survey
practitioners who develop optimal calling
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protocols for both initial calls and “cold call-
backs” (i.e., where no answer is received on
prior calls). As noted by Weeks (1988), “call-
ing protocols are the rules and algorithms
that specify the calling efforts to be made on
each type of case,” and he distinguishes five
basic approaches employed to schedule cold
callbacks, ranging from “call every successive
shift” or a “scatter” approach (spreading
calls across some set of defined time periods)
to more sophisticated protocols based on
“conditional probabilities” or dynamic “pri-
ority scores.” The data presented here lend
support to those who emphasize the potential
benefits of employing versions of the more
complex calling protocols. Some of the evi-
dence provided is clearly consistent with the
logic of a “conditional probabilities” ap-
proach, which “requires that answer rate
probabilities be reassessed after each succes-
sive call, since they may be conditional on the
timing of previous no-answer calls (Weeks
(1988)). At the same time, Tables 3-5 high-
light the potential utility of even a relatively
simple “priority score” approach, which may
also include a variety of other factors relevant
to the survey at hand. With the almost uni-
versal adoption of CATI systems to conduct
telephone surveys, the implementation of
these complex protocols has become increas-
ingly straightforward (cf. Weeks (1988)).

Overall, the study presented here supports
the approaches already being employed by
several organizations, while suggesting direc-
tions for future research. More research is
needed to refine and develop the algorithms
and approaches suggested here. Special popu-
lations and survey conditions will undoubtedly
require tailored rules and algorithms. Never-
theless, the increasing amount of research in
this area speaks for the potential benefits yield-
ed by the increasing rationalization of the call
scheduling process.
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